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ABSTRACT: We present an improved approach to generating moist baroclinically unstable background states for
f-plane-channel simulations via potential vorticity (PV) inversion. Previous studies specified PV distributions with constant
values in the troposphere and the stratosphere, but this produces unrealistic static-stability profiles that decrease sharply
with height in the troposphere. Adding moisture to such environments can yield unrealistically large values of convective
available potential energy (CAPE) even for reasonable relative humidity (RH) distributions. In our modified approach, we
specify a PV distribution that increases with height in the troposphere and the stratosphere, yielding background states
with more realistic values of static stability and CAPE. This modification produces environments that are better suited for
representing moist processes, namely, deep convection, in idealized extratropical-cyclone simulations. Also, we present a
method for introducing moisture that preserves a specified RH distribution while maintaining hydrostatic balance. Our ap-
proach allows for a large degree of control over the initial conditions, as background states with different jet strengths and
shapes, average temperatures, moisture contents, or horizontal shears can easily be obtained without changing the underly-
ing PV formula and inadvertently producing unreasonable values of static stability or CAPE. We demonstrate the charac-
teristics of idealized extratropical cyclones developing in our background states by adding localized perturbations that
represent an upper-level trough passing over a low-level frontal zone. In particular, we illustrate the impacts of horizontal
shear, moisture, and grid spacing on baroclinic-wave development.
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1. Introduction

Idealized baroclinic-wave simulations are valuable tools for
studying extratropical-cyclone processes in simplified, con-
trolled environments. A widely used configuration of such
simulations is the so-called baroclinic channel, which involves
the specification of a baroclinically unstable background state
and a perturbation to initiate development in a zonally peri-
odic domain with f-plane geometry. Channel simulations have
significantly advanced the understanding of dry baroclinic in-
stability by providing more realism and complexity than the
Eady (1949) model, but more simplicity and control than real-
world simulations with state-of-the-art numerical weather
prediction (NWP) models. For example, channel simulations
have offered insight into baroclinic life cycles (Davies et al.
1991; Wernli et al. 1998), frontogenesis (Hoskins and West
1979; Rotunno et al. 1994), and gravity waves (Zhang 2004;
Plougonven and Snyder 2007).

Moist baroclinic instability can also be examined by intro-
ducing moisture to the background state, allowing for the in-
vestigation of important phenomena such as latent heat
release (Nuss and Anthes 1987; Schemm et al. 2013; Kirsh-
baum et al. 2018), precipitation patterns (Norris et al. 2014,
2017), kinetic-energy spectra (Waite and Snyder 2013), and
predictability (Tan et al. 2004; Zhang et al. 2007; Sun and
Zhang 2016; Lloveras et al. 2022, 2023). Careful consideration
is necessary when specifying moist background states to en-
sure that the vertical motions, clouds, and precipitation driven

by convective instability are realistic throughout the domain.
However, previous methods have specified distributions of
static stability, temperature, and moisture that are not suitable
for plausibly representing moist convection. The goal of this
paper is to present an approach that more realistically incor-
porates moist processes in f-plane-channel simulations of bar-
oclinic instability.

The first step is to define a baroclinically unstable jet in
thermal-wind balance with appropriate values of static stabil-
ity and temperature. There exist three main methods of doing
so, but they begin by specifying different atmospheric fields
and thereby provide tight control over different aspects of the
initial conditions. The method of focus for this paper involves
the nonlinear inversion of a specified distribution of Ertel’s
potential vorticity (PV). The other two methods involve the
direct specification of either the zonal wind (Terpstra and
Spengler 2015) or the temperature (Olson and Colle 2007).
We focus on the PV-inversion approach because it provides
control over the static stability via the specification of PV,
control over the temperature via the top boundary condition,
and control over the baroclinity via the specification of the
tropopause. Also, this method has been widely used to initial-
ize simulations of moist baroclinic waves (Tan et al. 2004;
Zhang et al. 2007; Waite and Snyder 2013; Sun and Zhang
2016; Norris et al. 2014, 2017; Lloveras et al. 2022, 2023).

For simplicity, the most common choice of PV distribution
is one with constant values in the troposphere and strato-
sphere, with the PV increasing rapidly in a shallow tropo-
pause layer that varies in height from south to north. This
configuration can produce reasonable simulations of dry baro-
clinic instability (Rotunno et al. 1994; Zhang 2004; MenchacaCorresponding author: Daniel J. Lloveras, lloveras@uw.edu
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and Durran 2017). However, Lloveras et al. (2022) showed
that specifying constant PV in the troposphere causes the
buoyancy frequency to decrease sharply with height, leading
to unrealistically high values near the surface for plausible
values near the tropopause. For convection-permitting chan-
nel simulations, this implausible specification of static stability
produces vertical motions, clouds, and precipitation that are
not representative of real-world extratropical cyclones. Lloveras
et al. (2022) modified the PV distribution, with the PV increasing
with height in the troposphere, to yield a nearly constant value
of buoyancy frequency. They found that this environment pro-
duced extratropical cyclones with more plausible moist pro-
cesses in their convection-permitting simulations.

In addition, if the temperature is not specified appropri-
ately, the convective available potential energy (CAPE) can
rise to values that are not representative of the baroclinic at-
mosphere. For example, Tan et al. (2004, their Fig. 1) speci-
fied surface temperatures warmer than 306 K at the southern
end of their domain. This temperature specification, combined
with the sharp decrease in static stability with height associ-
ated with a constant-PV troposphere, produced a moist back-
ground state with a domain-maximum CAPE of 6000 J kg21

and values larger than 1000 J kg21 over more than a third of
the domain. This unreasonably high degree of convective insta-
bility limits the extent to which their moist baroclinic-wave sim-
ulations can be used to understand real-world extratropical
cyclones.

Finally, when introducing moisture to the background state,
the required prognostic variable is the water vapor mixing ra-
tio, but this variable is typically not specified directly. Instead,
the most common approach is to define a relative humidity
(RH) distribution and compute the mixing ratios correspond-
ing to this distribution. However, since the effect of added
moisture on pressure and density (i.e., the virtual-temperature
effect) must be accounted for to maintain hydrostatic balance,
the actual RH can differ significantly from that initially speci-
fied. This is because the temperature distribution used to
compute the mixing ratios for the specified RH must change
when recomputing hydrostatic balance. Alternatively, the vir-
tual temperature can be specified when computing the initial
jet (Terpstra and Spengler 2015; Kirshbaum et al. 2018), but
this can also cause problems because the temperature, not the
virtual temperature, is required to compute the mixing ratios
corresponding to the specified RH. This lack of control over
the moisture content can cause complications, especially for
studies investigating the sensitivity of baroclinic development
to the background-state RH.

In this paper, we document an approach to generating bar-
oclinically unstable background states that are more suitable
for simulating moist processes than those produced by previ-
ous PV-inversion methods. In particular, we build on the re-
sults of Lloveras et al. (2022) by further improving their PV
distribution, yielding moist background states with more plau-
sible values of static stability, temperature, and CAPE. We
also present a procedure for introducing moisture that pre-
serves a specified RH distribution while maintaining hydro-
static balance. We discuss the generation of the background
states in section 2. In section 3, we present illustrative simulations

of idealized extratropical cyclones developing in our back-
ground states using the Advanced Research version of
Weather Research and Forecasting (WRF-ARW) Model
(version 3.6.1; Skamarock et al. 2008). We provide a sum-
mary in section 4.

2. Generating the moist background states

a. PV inversion procedure

We generate a baroclinically unstable jet in thermal-wind
balance by inverting a specified PV distribution following
Plougonven and Snyder (2007). This involves solving for
the geopotential f in the nonlinear PV equation on the y–P
plane, where the scaled Exner function P 5 cp(p/p0)

k is the
vertical coordinate, p is the pressure, p0 5 1000 hPa is the
reference pressure, cp 5 1004 JK21 kg21 is the specific heat
at constant pressure, k 5 Rd/cp, and Rd 5 287 JK21 kg21 is
the ideal gas constant for dry air. We derive the PV equa-
tion by expressing Eq. (2.3) from Davis and Emanuel
(1991) in two dimensions and with a constant Coriolis pa-
rameter f0 5 1024 s21:

PV(y, P) 5 gkc1/kp

p0
P121/k f0

­2f

­P2 1 f21
0

­2f

­y2
­2f

­P2 2 f21
0
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­y­P

( )2⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦:

(1)

The numerical details for solving this equation are in appendix C.
The boundary conditions involve setting ­f/­y 5 0 at the north-
ern and southern boundaries,­f/­P at the top boundary, and the
geopotential at the bottom boundary fbot.

From the solution for f, we compute the geostrophically
balanced zonal wind:

u 52
1
f0

­f

­y
, (2)

and the hydrostatically balanced moist potential temperature,

um 52
­f

­P
, (3)

where um 5 u[1 1 (Ry/Rd)qy], u is the potential tempera-
ture, qy is the water vapor mixing ratio, and Ry 5 461.6
J K21 kg21 is the ideal gas constant for water vapor. We use
um instead of the virtual potential temperature uy, and we
use the notation qy for the water vapor mixing ratio to fol-
low the convention of the WRF Model (Skamarock et al.
2008, their section 2.3). The balance conditions mean that
u 5 0 m s21 at the northern and southern boundaries, the
top moist potential temperature umtop

sets ­f/­P at the top
boundary, and fbot sets the amount of horizontal shear at
the bottom boundary.

The domain has a north–south extent of Ly 5 7200 km and
180 evenly spaced P levels varying from Pbot 5 1008 JK21 kg21

to Ptop 5 424 JK21 kg21. These bottom and top P values
correspond to pressures of about 1014 and 50 hPa, respec-
tively, resulting in a vertical domain extending to about
20 km.

MONTHLY WEATHER REV I EW VOLUME 1521470

Brought to you by University of Maryland, McKeldin Library | Unauthenticated | Downloaded 07/09/24 05:33 PM UTC



b. Specifying the PV, tropopause, and boundary
conditions

The PV distribution increases with height in the tropo-
sphere, in a shallow tropopause layer, and in the stratosphere.
The PV formula, provided in appendix B, is a function of P
and the tropopause height Ptp(y), which controls the jet
height, shape, and strength and is given by

Ptp(y) 5
Pa 2 DPns, if ỹp ,2

p

2
,

Pa 1 DPns sin(ỹp), if 2
p

2
# ỹp #

p

2
,

Pa 1 DPns, if ỹp .
p

2
,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(4)

where ỹp 5 1:5(y – Ly/2)/Dyp. The first three rows in Table 1
define the parameters in this formula, provide our values, and
explain what happens to the jet when they are increased.

The top boundary condition uses the same functional form
as the tropopause:

umtop
(y) 5

uma
2 Dumns

, if ỹu ,2
p

2
,

uma
1 Dumns

sin(ỹu), if 2
p

2
# ỹu #

p

2
,

uma
1 Dumns

, if ỹu .
p

2
,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(5)

where Dumns
5 10 K is the difference in umtop

between the

northern and southern boundaries, ỹu 5 1:5(y – Ly/2)/Dyum ,
and Dyum 5 1000 km is the scale for the north–south variation
in umtop

. The fourth row of Table 1 explains that uma
controls

the domain-wide temperature. Adjusting this parameter is
particularly useful when working to obtain appropriate sur-
face temperatures.

The simplest choice for the bottom boundary condition is
fbot 5 0 m2 s22, which produces an environment with zero
low-level horizontal shear and a constant surface pressure
corresponding to the pressure at Pbot (about 1014 hPa). We
call this the “neutral shear” background state. In section 2d,
we provide a formula for fbot that produces strong low-level
horizontal shear, and we discuss how barotropic shear can be
added to the background state.

Figure 1a depicts a vertical cross section of the neutral
shear background state. The tropopause height varies from
about 11 km at the southern end of the domain to about
8 km at the northern end. This results in a jet height of about

9.5 km and a maximum zonal-wind speed of about 37 m s21. The
surface temperature varies from about 295 to 263 K.

Different jets can be easily obtained by adjusting Ptp, umtop
,

and fbot, but we do not recommend modifying the underlying
PV formula in (B1) because even minor changes can signifi-
cantly alter the profiles of static stability, which are very real-
istic with our formula. This realism is shown by Fig. 2, which
depicts vertical profiles of PV and squared moist buoyancy
frequency N2

m 5 (g/um)(­um/­z), where g 5 9.81 m s22 is the
gravitational constant and z is the height (m). The profiles corre-
spond to the northern and southern sides of the jet (indicated by
the blue and orange dashed lines, respectively, in Fig. 1a).

The (moist) Ertel PV is PV 5 (za ? =um)/r, where za is the
absolute vorticity. So, assuming that vertical gradients in za
are negligible, if the PV does not vary with height, then­um/­z
must decrease with height because r decreases with height.
Since um increases with height, this means that N2

m must de-
crease with height in a constant-PV layer. This can yield
highly unrealistic buoyancy-frequency profiles in the tropo-
sphere, with values ranging from 2.253 1024 s22 near the sur-
face to 1 3 1024 s22 in the upper troposphere (Lloveras et al.
2022, their Fig. 1).

In contrast, our PV distribution increases with height in the
troposphere (Fig. 2a). This causes ­um/­z to increase with
height at a rate that offsets the increase in um with height, so
the buoyancy frequency does not vary strongly with height;
N2

m is approximately 1 3 1024 s22 in the lower troposphere
and increases gradually with height in the upper troposphere
(Fig. 2b). Environments with nearly constant buoyancy fre-
quency in the troposphere are more suitable for simulating
plausible vertical motions and clouds than those in which the
buoyancy frequency decreases strongly with height over the full
depth of the troposphere (Lloveras et al. 2022, their Fig. 4).

We also modify the PV distribution from Lloveras et al.
(2022, their appendix A) to produce more realistic buoyancy-
frequency profiles in the tropopause layer and in the strato-
sphere. In particular, our PV distribution increases more
rapidly in the tropopause layer, so N2

m increases sharply from
about 1.5 3 1024 s22 at the top of the troposphere to just
under 83 1024 s22 at the bottom of the stratosphere. In addition,
our PV increases more rapidly with height in the stratosphere.
This causes N2

m to drop off rapidly in the lower stratosphere be-
fore reaching a constant value of about 4 3 1024 s22 starting at
about 16 km, a behavior that is very similar to that determined

TABLE 1. Parameters that can be modified to obtain different baroclinically unstable background states without altering the
underlying PV formula.

Parameter
name Parameter description Our value Consequence of increasing

DPns North–south variation in tropopause height 30 JK21 kg21 Jet strength increases
Dyp North–south extent of tropopause height variation 1000 km Jet width increases and strength decreases
Pa Average tropopause height 680 JK21 kg21 Tropopause lowers
uma

Average moist potential temperature at top boundary 535 K Domain-wide temperature increases

RH0 Surface RH 0.85 Domain-wide moisture content increases
Duns Max additional zonal wind for barotropic shear 10 m s21 Barotropic-shear strength increases
Dfns Max difference in bottom geopotential for low-level shear 1500 m2 s22 Low-level-shear strength increases
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from observations in the wintertime midlatitudes (Birner et al.
2002, denoted by the black dashed curve in Fig. 2b).

c. Specifying moisture

We use a regula-falsi (or false-position) method to compute
the water vapor mixing ratios for moist simulations that pre-
serve a specified RH distribution while maintaining hydro-
static balance. The hydrostatically balanced um from the PV
inversion provides the first guess u1 for the potential tem-
perature. Then, we use the formula from Bolton (1980) to
estimate the saturation vapor pressure (hPa) corresponding
to u1:

es1 5 6:112 exp 17:67
T1 2 273:15
T1 2 29:65

( )[ ]
, (6)

where T1 5 u1(p/p0)
k. The first guess for the water vapor mix-

ing ratio is then

qy 1
5 RH

Rd

Ry

es1
p 2 es1

( )
: (7)

We close the loop by updating the potential temperature as
u2 5 um/[11 (Ry /Rd)qy 1

] and iterate by using u2 to compute
es2 and qy 2

with (6) and (7). Though we do not employ a
convergence criterion, we find that 10 iterations result in qy
and u values that almost exactly correspond to the specified
RH distribution. The p and um values do not change, so this
method does not require the reestablishment of hydrostatic
balance.

To clearly demonstrate the efficacy of our method, we spec-
ify a horizontally homogeneous RH distribution that decays
with height:

RH(z) 5 RH0[1 2 0:9(z/zr)1:25], if z , zr,

0:1, otherwise,

{
(8)

where RH0 5 0.85 is the surface RH and zr 5 8 km is the ver-
tical decay scale.

Figure 3a shows south–north distributions of surface RH at
different iterations of our method. The RH values are unreal-
istically large after one iteration, especially in the southern
portion of the domain. This is because es1 corresponds to the
saturation vapor pressure for an environment in which u

equals um, and thus, the qy 1
values are too large for the speci-

fied RH. The second iteration overcorrects this and is subse-
quently overcorrected by the third iteration, but by the tenth
iteration the actual RH is almost exactly equal to the specified
RH of 85%. This RH distribution produces qy values that
reach a maximum of about 13 g kg21 at the surface at the
southern boundary and decrease with height and toward the
north (Fig. 1a).

Figure 3b shows that the convective instability of our moist
background state is reasonable for our specified RH, with a
domain-maximum CAPE of 447 J kg21 at the southern
boundary that decreases smoothly to 0 J kg21 by y5 2800 km.
This is in stark contrast to the 6000 J kg21 of CAPE in previ-
ous studies that used environments with constant-PV tropo-
spheres and much warmer temperatures (Tan et al. 2004;
Zhang et al. 2007; Sun and Zhang 2016). The convective insta-
bility of their simulations is unreasonably high despite the fact

FIG. 1. (a) South–north vertical cross section of the neutral-shear background state for zonal wind u (red contours every 5 m s21; dashed
contours are negative), moist potential temperature um (gray contours every 10 K), and water vapor mixing ratio qy (color fill every
2 g kg21). The 2-PVU solid black curve represents the tropopause. The orange and blue dashed lines correspond to the locations of the ver-
tical profiles in Fig. 2. (b) As in (a), but for the background state with barotropic anticyclonic shear. (c) As in (a), but for the background
state with low-level anticyclonic shear in the region of strongest baroclinity.
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that, at the southern boundary, their surface RH of 50% is
much smaller than our 85%.

Our method is effective because it adjusts qy and u so that
they correspond to the specified RH without requiring the re-
computation of hydrostatic balance. This behavior is indepen-
dent of the specified RH, so our method can be used for any
modification to the distribution given by (8). The most simple
modification involves changing the surface value RH0, as noted
on the fifth row of Table 1. In appendix A, we discuss how
changes to RH0 can affect baroclinic development. Alterna-
tively, environments with different moisture contents can be ob-
tained for the same RH by modifying the temperature with uma

.
However, careful attention is required when modifying this pa-
rameter to ensure that the CAPE values remain reasonable.

d. Obtaining environments with strong horizontal shear

The environmental horizontal wind shear plays an impor-
tant role in the structure and development of a baroclinic
wave. In a seminal paper, Thorncroft et al. (1993) identified
two types of baroclinic-wave life cycles using idealized simula-
tions on the sphere. For the first life cycle (LC1), the environ-
ment is characterized by a symmetric jet (i.e., without
additional horizontal shear), and baroclinic development is
characterized by backward-tilted, elongated troughs that
break anticyclonically. For the second life cycle (LC2), cy-
clonic barotropic shear is added to the jet, resulting in

baroclinic development characterized by forward-tilted, broad
troughs that break cyclonically.

In contrast to baroclinic-wave simulations on the sphere,
f-plane-channel simulations typically exhibit LC2-like behav-
ior in the absence of any additional shear, whereas LC1-like
behavior can be obtained by adding anticyclonic barotropic shear
(Balasubramanian and Garner 1997). Alternatively, Plougonven
and Snyder (2007) used the PV-inversion approach for their
simulations and found that setting fbot 5 0 m2 s22 (as in our
neutral-shear case) produced LC2-like behavior, whereas
specifying fbot to produce anticyclonic shear only at low lev-
els yielded LC1-like behavior. This approach has the advan-
tage of preserving the specified PV distribution, but has the
disadvantage of altering the baroclinity. We consider both
approaches for adding anticyclonic shear to obtain LC1-like
behavior.

For the “barotropic-shear” background state, a vertically
uniform zonal-wind field is added to the environmental flow
of the form:

ubar(y) 5
2 Duns, if ỹu , 2

p

2
,

Duns sin(ỹu), if 2
p

2
# ỹu #

p

2
,

Duns, if ỹu .
p

2
,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(9)

FIG. 2. Vertical profiles of (a) PV (PVU; note the logarithmic scale) and (b) squared moist buoyancy frequency N2
m

(1024 s22) at the northern (blue) and southern (orange) sides of the jet. Profiles are computed at y 5 4200 km for the
northern side and y 5 3000 km for the southern side (corresponding to the dashed blue and orange lines in Fig. 1a,
respectively). The black dashed curve in (b), adapted from Fig. 1b in Birner et al. (2002), depicts tropopause-relative
observations of the squared buoyancy frequency over Munich, Germany, averaged over 10 years during December,
January, and February.
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where ỹu 5 1:5(y – Ly/2)/Dyu and Dyu 5 1000 km is the scale
for the north–south variation in ubar. The sixth row of Table 1
explains that Duns controls the barotropic-shear strength. The
green curve in Fig. 4a shows the south–north structure of this
anticyclonically sheared additional wind.

Upon adding ubar, we recompute f to be in geostrophic bal-
ance with the modified u. Since the shear is barotropic, this re-
balancing does not modify the vertical gradient of f, so um
does not change. The green curve in Fig. 4b shows how the
shear changes fbot, which is set to zero in the PV inversion.
We recompute geostrophic balance by integrating outward
from the center of the domain, so fbot 5 0 m2 s22 in the
center and is less than 23000 m2 s22 at the northern and
southern ends. Recalling that fbot corresponds to the geo-
potential at Pbot, the domain-average surface pressure
would be much smaller than in the neutral-shear environ-
ment (about 1014 hPa everywhere) if we used the same

Pbot. So, we set Pbot 5 1012.5 JK21 kg21 for the barotropic-
shear case, resulting in surface-pressure values varying from
about 1030 hPa in the center of the domain to about 990 hPa
at the northern and southern boundaries.

For the “low-level-shear” background state, the PV is in-
verted with the bottom boundary condition:

fbot(y) 5
Dfns cos(ỹf)/2, if 2p # ỹf # p,

2Dfns, otherwise,

{
(10)

where ỹf 5 1:5(y–Ly/2)/Dyf and Dyf 5 1000 km is the scale
for the north–south variation in fbot. The seventh row of
Table 1 explains that Dfns controls the low-level-shear
strength. The orange curve in Fig. 4b shows the south–north
structure of this fbot.

This specification of fbot results in a ubot field that varies
from 211.3 to 111.3 m s21 in the center of the domain and

FIG. 3. South–north distributions of (a) surface RH (%) after the first (black), second (purple), third (red),
fourth (orange), and tenth (blue) iterations of our method for specifying moisture and (b) surface-based CAPE
(J kg21) after the tenth iteration for the neutral-shear environment.

FIG. 4. (a) South–north distributions of zonal wind at the bottom boundary ubot (m s21) for the environments with
barotropic (green) and low-level (orange) anticyclonic shear. (b) As in (a), but for the geopotential at the bottom
boundary fbot (m

2 s22).
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relaxes to zero at the northern and southern boundaries
(orange curve in Fig. 4a). This structure is similar to that of
Plougonven and Snyder (2007), which they chose because it
does not require a separate lateral boundary condition for the
PV inversion (recall that u 5 0 m s21 at the northern and
southern boundaries). This leads to not only anticyclonic shear in
the center of the domain but also cyclonic shear at both the
northern and southern ends. Similar to the modification in the
barotropic-shear environment, we set Pbot 5 1011.5 JK21 kg21

so that the domain-average surface pressure is more comparable
to that of the neutral-shear environment. In the low-level-shear
environment, the surface pressure varies from about 1025 hPa in
the center to about 1006 hPa at the northern and southern
boundaries.

Figures 1b and 1c show vertical cross sections of the baro-
tropic- and low-level-shear background states, respectively.
The anticyclonic barotropic shear shifts the jet toward the
northern side of the domain but does not modify the baroclin-
ity. The low-level shear is strongest at the surface and de-
creases with height, so it modifies the baroclinity (e.g., see the
distortions in the 270-K contour) but leaves the upper levels
mostly unchanged.

3. Illustrative simulations with the WRF Model

The goal of this section is to demonstrate the characteristics
of idealized extratropical cyclones developing in the neutral-,
barotropic-, and low-level-shear environments, with a particu-
lar focus on their sensitivities to the presence of moisture and
convective parameterization.

a. Cyclogenetic perturbations

We trigger cyclogenesis by adding localized quasigeostrophic
PV (QGPV) perturbations to the background state, an ap-
proach used by several recent studies (Menchaca and Durran
2017; Kirshbaum et al. 2018; Lloveras et al. 2022, 2023). The
QGPV-inversion method, which uses z as the vertical coordi-
nate, is presented in appendix D. The three-dimensional varia-
bles obtained from the QGPV inversion are the pressure
perturbation p′, the geostrophically balanced zonal- and
meridional-wind perturbations u′ and y ′, and the hydrostati-
cally balanced moist-potential-temperature perturbation u′m.

Since the QGPV inversion is separate from the specifica-
tion of the background state, there is a large amount of free-
dom in defining the cyclogenetic perturbations. We add two
QGPV perturbations to the background state: an internal
QGPV perturbation situated in the upper troposphere and a
thermal perturbation at the bottom boundary that leads to a
local tightening of the surface-temperature gradient. These
perturbations represent Petterssen’s “type-B” cyclogenesis in
which an upper-level trough moves over a low-level frontal
zone (Petterssen and Smebye 1971).

The upper-tropospheric perturbation is of the form:

q′(x, y, z) 5 q0 cosrup cosrz, (11)

where q0 5 1.253 1024 s21, rup 5 {[(x2 xup)/dxup ]
2 1 [(y2 yup)/

dyup
]2}1/2, and rz 5 |(z 2 zup)/dz|. The horizontal decay scales

are dxup
5 200 km and dyup

5 600 km, and the vertical decay
scale is dz 5 1.5 km. The parameters rup and rz are capped
at p/2. The center of the perturbation is at (xup, yup, zup) 5
(2800 km, 3300 km, 8 km).

The moist potential temperature perturbation at the surface
is of the form:

u′mbot
(x, y) 5 u0 cosrbot, (12)

where u05 4 K and rbot 5 {[(x2 xbot)/dxbot ]
2 1 [(y2 ybot)/dybot ]

2}1/2,
with rbot capped at p/2. The decay scales are dxbot

5 600 km
and dybot

5 200 km, and the perturbation center is southeast of
the upper-tropospheric perturbation at (xbot, ybot)5 (4000 km,
2700 km).

Figure 5a shows a west–east vertical cross section of the me-
ridional-wind and pressure perturbations induced by the
QGPV perturbations. Both the upper-tropospheric and sur-
face-based perturbations are characterized by pressure per-
turbations of around 25 hPa and geostrophically balanced
cyclonic circulations with maximum wind speeds of about
5 m s21, although the upper-tropospheric perturbation is
stronger and has a larger vertical depth. Figure 5b shows the
superposition of the QGPV perturbations on the neutral-shear
background state, demonstrating that the upper-tropospheric
perturbation produces a shortwave trough at 250 hPa and
the surface perturbation produces a local tightening of the
surface-temperature gradient.

b. Model configuration

We run three WRF simulations in each of the shear environ-
ments: a dry run with a horizontal grid spacing of Dx 5 20 km,
a moist run with Dx 5 20 km, and a moist run with Dx 5 4 km.
For the moist simulations, our focus is on background states
with surface RH values of 85%, but in appendix A we discuss
how changes to RH can affect baroclinic development.

The f-plane-channel domain for the WRF simulations has
a horizontal extent of Lx 5 8000 km by Ly 5 7200 km. The
lateral boundary conditions are periodic at the eastern and
western boundaries and symmetric (i.e., free slip) at the
rigid-wall northern and southern boundaries. We integrate
the model for 8 days on a staggered Cartesian Arakawa C
grid with third-order Runge–Kutta (RK3) time differencing.
The time step is 100 s for the 20-km simulations and 20 s for
the 4-km simulations. The acoustic time step is 1/4 of the
RK3 time step.

The vertical coordinate for WRF is

h 5
ph 2 phtop
phbot 2 phtop

, (13)

where ph is the hydrostatic pressure, phtop is the hydrostatic
pressure at the model top, and phbot is the hydrostatic surface
pressure. We use 101 staggered vertical levels, defined such
that for k5 0, 1, … , 100:

h(k) 5 (e22k/100 2 e22)
(1 2 e22) : (14)
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This yields vertical levels that are approximately evenly
spaced in z in the troposphere and become further apart in
the stratosphere.

Since we compute the background state with P as the verti-
cal coordinate and the cyclogenetic perturbations with z as
the vertical coordinate, we must interpolate these fields onto
the appropriate h levels before adding them together. This in-
terpolation procedure is common in the initialization of
f-plane-channel simulations (e.g., Olson and Colle 2007) be-
cause it allows the initial conditions to be used in any meso-
scale model provided that the vertical levels for the model are
known. In the case of WRF, the interpolation is straightfor-
ward for the neutral-shear background state, as the P levels
correspond to exact pressure levels, and the pressure is cons-
tant both at the surface and at the model top. For the neutral-
shear case, we set phbot 5 1014 hPa and phtop 5 50 hPa and
interpolate the background-state variables onto the ph levels
obtained from (13). For the barotropic- and low-level-shear
cases, we adjust phbot and phtop to be in geostrophic balance
with the horizontal shear at the boundaries to obtain the
ph values corresponding to the appropriate h levels. Similarly,
interpolating the cyclogenetic perturbations requires phbot to
be updated by adding the pressure perturbation at the bottom
boundary.

For each simulation, model physics include the Yonsei Uni-
versity (YSU) planetary boundary layer scheme (Hong et al.
2006), the revised surface-layer scheme based on the Fifth-
generation Pennsylvania State University–National Center
for Atmospheric Research Mesoscale Model (MM5) parame-
terization (Jiménez et al. 2012) with the default roughness of
z0 5 0.01 m (there are momentum fluxes, but no heat or mois-
ture fluxes), and the Rayleigh damping scheme from Klemp
et al. (2008) in the top 5 km of the model to minimize gravity
wave reflections off the top boundary. For the moist simula-
tions, we use the National Severe Storms Laboratory’s (NSSL)

two-moment microphysics scheme (Mansell et al. 2010). For
the 20-km moist simulations, we use the Kain–Fritsch cumulus
parameterization (Kain 2004). We do not use cumulus param-
eterization for the 4-km moist simulations. The 4-km grid
spacing, although too coarse to completely resolve convective
updrafts, is sufficient to represent much of the structure and
evolution of convective systems, and it is well within the range of
grid spacings used in typical convection-permitting simulations
(Weisman et al. 1997).

The background states undergo small adjustments when
evolved in the compressible, nonhydrostatic WRF Model,
even in the absence of moisture or QGPV perturbations. This
behavior has been noted by other studies that used the PV-
inversion method to generate baroclinically unstable back-
ground states for f-plane-channel simulations (Plougonven
and Snyder 2007; Sun and Zhang 2016). As in these studies,
we reduce the artificial oscillations by time-averaging all of
the fields over 36-h periods before adding moisture and the
cyclogenetic perturbations. Figure 6 shows that before averag-
ing, the neutral-shear background state produces O(0.5) Pa
oscillations in surface pressure, and one round of averaging
reduces these oscillations by over an order of magnitude.

Also, we employ the Boussinesq approximation in the
QGPV inversion, so the cyclogenetic perturbations are not in
complete balance with the WRFModel. Since these perturba-
tions are localized, the initial imbalances radiate away as grav-
ity waves. This is in contrast to the artificial oscillations
associated with the background state, which persist through-
out the simulation and across the entire domain.

c. Cyclone evolution

Here, we examine the baroclinic development in our nine ex-
ample simulations. Figure 7 shows the evolution of cyclone inten-
sity, measured as the minimum surface-pressure perturbation

FIG. 5. (a) West–east vertical cross section of the meridional-wind perturbations y ′ (color fill every 1 m s21) and
pressure perturbations p′ (dashed black contours every 1 hPa) obtained from the inversion of the upper-tropospheric
and surface QGPV perturbations. (b) Superposition of the QGPV perturbations on the surface potential temperature
(color fill every 2 K) and 250-hPa geopotential height (black contours every 10 dam) in the neutral-shear environ-
ment. The dashed white line shows the location of the cross section in (a).
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relative to the zonally uniform background state (DSLP)min.
For each configuration of moisture and horizontal grid spac-
ing, the cyclone developing in the neutral-shear environment
(Fig. 7a) deepens faster than the respective cyclone develop-
ing in the barotropic-shear environment (Fig. 7b). This is con-
sistent with previous studies that investigated the impact of
anticyclonic barotropic shear on the rate of dry cyclogenesis
(Davies et al. 1991; Wernli et al. 1998). In the low-level-shear
environment (Fig. 7c), the rate of cyclogenesis is similar to
the barotropic-shear environment in each configuration of
moisture and horizontal grid spacing through the first 4 days.
After day 5, however, the cyclones in the low-level-shear

environment deepen faster, eventually reaching values of
(DSLP)min that are even more intense than the cyclones in
the neutral-shear environment.

Moist processes typically intensify baroclinic development
by generating and amplifying low-level PV anomalies through
latent heat release (Davis and Emanuel 1991; Balasubramanian
and Yau 1994; Schemm et al. 2013). This is the case in the neu-
tral- and barotropic-shear environments, where adding moisture
significantly increases the deepening rate, although this effect is
much stronger in the neutral-shear case. Yet, decreasing the grid
spacing to convection-permitting resolution does not increase the
deepening rate in either environment. In contrast, in the low-
level-shear environment, the cyclones in the 20-km moist and dry
simulations deepen at nearly identical rates through day 6,
whereas the cyclone in the 4-km simulation deepens much faster
starting at about day 4.

To help explain this discrepancy, Fig. 8 shows the time se-
ries of precipitation intensity (measured as the precipitation
rate averaged over grid points with nonzero values) and pre-
cipitation area (measured as the amount of the domain
experiencing nonzero precipitation) for each moist simula-
tion. We hypothesize that cyclones in the neutral-shear envi-
ronment experience the biggest increase in deepening rate
with the addition of moisture because these cyclones produce
the most intense precipitation, especially at early times (Fig. 8a).
Moist cyclones in the barotropic-shear environment yield
much smaller intensities, but the precipitation is much more
widespread (Fig. 8b), so the moist cyclones still experience
a boost in deepening rate relative to the dry cyclone. In con-
trast, the moist cyclones in the low-level-shear environment
produce precipitation that is less widespread than in the
barotropic-shear environment and less intense than in the
neutral-shear environment. Thus, the 20-km moist cyclone does
not experience a significant increase in the deepening rate rela-
tive to the dry cyclone.

FIG. 6. Time series of the deviation in surface pressure from the
time mean at the center of the domain DSLPcent (Pa) before (orange)
and after (blue) averaging over the 36-h period for the neutral-shear
background state.

FIG. 7. Time series of (DSLP)min for the simulations in the (a) neutral- (blue), (b) barotropic- (green), and (c) low-level-shear (orange)
environments. Solid curves correspond to the 4-km moist simulations. Dashed and dotted curves correspond to the 20-km moist and dry
simulations, respectively.
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Also, Fig. 9 shows that the relatively high-CAPE air re-
mains well south of the low-pressure centers in the neutral-
and barotropic-shear environments, whereas the CAPE is
higher and closer to the cyclone in the low-level-shear envi-
ronment. This may explain why decreasing the grid spacing to
convection-permitting resolution significantly increases both
the precipitation intensity and the deepening rate in the low-
level-shear environment, but not in the neutral- and barotropic-
shear environments.

For a more qualitative picture of the moist-baroclinic devel-
opment in each background state, Figs. 10–12 show snapshots
of the surface pressure and modeled composite reflectivity for
the 4-km simulations in the neutral-, barotropic-, and low-
level-shear environments, respectively. We plot the cyclones
during their periods of most rapid deepening (2–5 days in the

neutral-shear case and 3–6 days in the barotropic- and low-
level-shear cases). For visualization purposes, we plot only a
5000 km3 5000 km subset of the 8000 km3 7200 km domain
containing the primary cyclone. We also roll the data by 4000 km
in the zonal direction so that the primary cyclone does not strad-
dle the periodic boundary.

The baroclinic development in the neutral-shear environ-
ment (Fig. 10) resembles the Shapiro–Keyser conceptual
model for cyclogenesis (Shapiro and Keyser 1990), consistent
with previous studies that used neutral-shear background
states for both dry (Wernli et al. 1998) and moist (Schemm
et al. 2013) f-plane-channel simulations. At day 2, the cyclone
has a minimum central pressure of about 1000 hPa and has al-
ready developed a fairly intense, but localized, region of pre-
cipitation along the warm front. This region of precipitation

FIG. 8. Time series of (a) precipitation intensity (mm h21) and (b) area of precipitation (106 km2) for the simula-
tions in the neutral- (blue), barotropic- (green), and low-level-shear (orange) environments. Solid and dashed curves
correspond to the 4- and 20-km moist simulations, respectively.

FIG. 9. Surface-based CAPE (color fill every 50 J kg21) and sea level pressure (black contours every 8 hPa) at day 5 of the 4-km moist
simulations in the (a) neutral-, (b) barotropic-, and (c) low-level-shear environments.
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intensifies and expands between days 2 and 3 as the low deep-
ens to 989 hPa. The period between days 3 and 4 is character-
ized by the most rapid deepening, with the low dropping to
971 hPa and very weak anticyclones forming on either side.
By day 4, intense precipitation has developed along the cold
front and the more widespread region of precipitation has
wrapped around a bent-back front, leading to a structure re-
sembling the “T-bone” shape from the Shapiro–Keyser model.
The primary cyclone reaches its deepest point of 960 hPa on
day 5, at which time lighter, but more widespread, precipita-
tion is wrapping around the low in what appears to be a warm-
seclusion process. Also, by day 5, intense precipitation has
continued along the cold front, and precipitation has begun to
develop in association with a secondary cyclone.

The cyclone in the barotropic-shear environment (Fig. 11),
in addition to deepening less rapidly, exhibits a markedly dif-
ferent structure from that of the cyclone in the neutral-shear

environment. The baroclinic development is characterized by
an elongated cold front, a smaller region of low pressure, and
more intense anticyclones, consistent with the dry simulations
under anticyclonically sheared conditions from Wernli et al.
(1998). At day 3, the low-pressure center does not show a
closed isobar despite (DSLP)min being approximately 215 hPa
(Fig. 7b); this is because the barotropic-shear environment is
characterized by relatively high pressure in the center of the
domain (Fig. 4b). At day 3, there is also a substantial, albeit
not prototypical-looking, region of precipitation. By day 4, a
closed low has formed with a minimum of about 1006 hPa, and
more widespread warm-frontal precipitation has developed.
By day 5, the low has deepened to 988 hPa and precipitation
has begun to develop along the elongated cold front. The most
rapid deepening occurs between days 5 and 6, with the low drop-
ping to 967 hPa during this period. At day 6, the cyclone is sub-
stantially further north than at a similar period of development

FIG. 10. Modeled composite reflectivity (color fill every 5 dBZ) and sea level pressure (black contours every 8 hPa) at
days 2–5 for the 4-km moist simulation in the neutral-shear environment.
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in the neutral-shear environment (cf. Fig. 10d). In addition,
the precipitation, albeit less intense, is more widespread in the
barotropic-shear environment, particularly along the elongated
cold front.

The baroclinic development in the low-level-shear envi-
ronment (Fig. 12) is more similar to that of the barotropic-
shear environment at early times, whereas it is more similar
to that of the neutral-shear environment at later times.
Since the low-level-shear environment is characterized by
high surface pressure in the center of the domain (Fig. 4b),
the cyclone is not associated with a closed isobar at day 3,
and the flanking anticyclones appear stronger than the
closed low that has formed by day 4. These characteristics
resemble those of the cyclone’s early stages in the baro-
tropic-shear environment. However, at day 5, the cyclone’s
structure more closely resembles the T-bone shape in the
neutral-shear environment, and the precipitation is more

localized and more intense than in the barotropic-shear en-
vironment. By day 6, the low has deepened to 961 hPa and
the widespread region of precipitation has wrapped around
the bent-back front; meanwhile, intense precipitation has
continued to develop along the cold front. The qualitative
similarities between the neutral- and low-level-shear cy-
clones at later stages may exist because the environments
are nearly identical except in the lower troposphere (Figs. 1a,c).
Also, as the low-level-shear cyclone develops and propagates
northward, it exits the region of anticyclonic shear and enters a
region of cyclonic shear (Fig. 4a).

4. Summary

In this paper, we modify a widely used method for gener-
ating background states for f-plane-channel simulations so
that the environments are more suitable for representing

FIG. 11. Modeled composite reflectivity (color fill every 5 dBZ) and sea level pressure (black contours every 8 hPa) at
days 3–6 for the 4-km moist simulation in the barotropic-shear environment.
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moist processes in extratropical cyclones, particularly deep
convection. Our method follows the PV-inversion ap-
proach of previous studies, but rather than specifying cons-
tant PV in the troposphere and the stratosphere, our PV
values increase with height in each layer. This modification
produces background states with more realistic buoyancy-
frequency values, especially near the surface and the
tropopause (Fig. 2b). Also, adding moisture to these back-
ground states yields lower, more reasonable values of
CAPE, and our regula-falsi method for introducing mois-
ture preserves a specified RH distribution while maintain-
ing hydrostatic balance (Fig. 3).

Our method is well suited for studies investigating the
sensitivity of extratropical-cyclone processes to changes in
the background state. This is because the environment can
easily be modified without changing the underlying PV dis-
tribution and inadvertently producing implausible values of

static stability or CAPE. In other words, our method allows
for substantial control over the background state, which
comes primarily through the definition of the tropopause in
(4). Table 1 depicts the key parameters for changing the tro-
popause height, shape, and strength (thus modifying the jet
and the north–south temperature gradient) and other im-
portant aspects of the environment.

Since f-plane-channel simulations without additional hori-
zontal shear produce baroclinic waves with predominantly
cyclonic behavior (Balasubramanian and Garner 1997), we
provide two options for adding strong anticyclonic horizontal
shear and obtaining different baroclinic life cycles. The first
approach involves the addition of anticyclonic barotropic
shear, while the second involves the modification of the bot-
tom boundary condition in the PV inversion. The first ap-
proach is more common (Davies et al. 1991; Balasubramanian
and Garner 1997; Wernli et al. 1998), does not alter the

FIG. 12. Modeled composite reflectivity (color fill every 5 dBZ) and sea level pressure (black contours every 8 hPa) at
days 3–6 for the 4-km moist simulation in the low-level-shear environment.
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baroclinity, and allows the shear to impact the baroclinic de-
velopment at all vertical levels. The second approach was in-
troduced by Plougonven and Snyder (2007), and although it
preserves the specified PV distribution, it alters the baroclin-
ity, introduces anticyclonic shear only at low levels, and intro-
duces cyclonic shear at the northern and southern edges of
the domain.

We demonstrate the characteristics of idealized extratropi-
cal cyclones developing in our background states by running
8-day simulations with the WRF Model under different con-
figurations of moisture and horizontal grid spacing. We trigger
isolated cyclogenesis in the f-plane channel by adding local-
ized QGPV perturbations in the upper troposphere and at the
surface. The orientation of these perturbations is favorable
for baroclinic development and can be interpreted as Petters-
sen’s type-B cyclogenesis in which an upper-level trough
moves over a low-level frontal zone (Petterssen and Smebye
1971). Since the QGPV inversion is independent of the speci-
fication of the background state, perturbations of any magni-
tude, shape, or location can be specified depending on the
problem of interest.

The differences between the cyclones developing in the
neutral- and barotropic-shear background states are qualita-
tively similar to those identified by Wernli et al. (1998) in their
dry simulations. The development in the neutral-shear envi-
ronment resembles that of the Shapiro–Keyser conceptual
model (Shapiro and Keyser 1990), with a T-bone-like frontal
structure and precipitation wrapping around a bent-back front
(Fig. 10), whereas the development in the barotropic-shear en-
vironment is characterized by widespread precipitation along
an elongated cold front, a small region of low pressure, and in-
tense anticyclones (Fig. 11). The addition of moisture increases
the rate of cyclone deepening in both environments, although this
effect ismuch stronger in the neutral-shear case.However, the de-
crease in grid spacing to convection-permitting resolution does
not significantly increase the deepening rate or the precipitation
intensity in either environment.

The baroclinic development in the low-level-shear environ-
ment (Fig. 12) resembles that of the barotropic-shear environ-
ment at early times, but more closely resembles that of the
neutral-shear environment at later times. In addition, moist cy-
clones in the low-level-shear environment produce precipitation
that is both weaker than in the neutral-shear case and less wide-
spread than in the barotropic-shear case. Consequently, the cy-
clone deepening rate is not significantly faster, relative to the dry
cyclone, in the moist simulation with parameterized convection.
Nevertheless, the simulation with explicit convection produces a
cyclonewith faster deepening rates and greater precipitation inten-
sities, in contrast to the behavior in the neutral- and barotropic-
shear environments. We attribute this difference to the larger
values of CAPE near the low-pressure center in the low-level-
shear environment (Fig. 9), but a more thorough examination of
the sensitivity of cyclogenesis tomoisture and grid spacing would
be a worthwhile avenue for future research.
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APPENDIX A

Sensitivity to RH

The moist simulations considered in the body of this
paper have background-state surface RH values of 85%.
An important result from section 3 is that the impact of
this moisture specification on the cyclone deepening rate
relative to the dry simulation depends on the environ-
mental horizontal shear, but does this result also hold
for different specifications of the background-state RH?
To address this, we use the RH formula given by (8) to
generate two additional moist background states in each
shear environment with surface RH values of 65% and
75%.

Our method for specifying moisture ensures that the RH
is consistent with that specified regardless of the RH distri-
bution. So, our algorithm converges similarly for surface
RH values of 65%, 75%, and 85%, as demonstrated by
Fig. A1a. Figure A1b shows that the CAPE increases as
the surface RH increases. The domain-maximum CAPE is
about 35 J kg21 in the 65% environment, about 200 J kg21

in the 75% environment, and about 450 J kg21 in the 85%
environment.

We trigger cyclogenesis in the 65% and 75% environ-
ments using the same perturbations as for the dry and
85% cases. Figure A2 shows the evolution of cyclone in-
tensity for the 20-km simulations in each shear environ-
ment and for each configuration of moisture. The cyclone
deepening rate in the neutral-shear environment (Fig. A2a)
is slowest for the dry simulation and becomes faster as the
RH is increased from 65% to 85%. This behavior is con-
sistent with similar experiments conducted by Schemm
et al. (2013, their Fig. 3). In the barotropic-shear environ-
ment (Fig. A2b), the cyclone deepening rate also increases
as the RH increases from 65% to 85%, but unlike in the
neutral-shear case, the 65% cyclone does not deepen
faster than the dry cyclone. The cyclone deepening rate is
least sensitive to RH in the low-level-shear environment
(Fig. A2c), although surprisingly the 75% cyclone deepens
slightly faster than even the 85% cyclone between days 4
and 6.

Overall, these results support those from section 3: The
sensitivity to the background-state moisture specification is
strongest in the neutral-shear environment, is weaker in
the barotropic-shear environment, and is weakest in the
low-level-shear environment.
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FIG. A1. South–north distributions of (a) surface RH (%) after the first (dotted), second (dashed), and tenth (solid)
iterations of our method for specifying moisture and (b) surface-based CAPE (J kg21) after the 10th iteration for the
neutral-shear environments with surface RHs of 65% (green), 75% (orange), and 85% (blue).

FIG. A2. Time series of (DSLP)min for the 20-km dry (black) and moist simulations with surface RHs of 65% (green), 75% (orange), and
85% (blue) in the (a) neutral-, (b) barotropic-, and (c) low-level-shear environments.
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APPENDIX B

PV Formula

The specified PV distribution for the baroclinically unsta-
ble background state is of the form:

PV[Ptp(y), P] 5 1
2
(aPVt 1 bPVs)

1
1
2
(aPVt 2 bPVs)tanh 2

P 2 Ptp

DPd

( )
, (B1)

where PVt 5 0.2 PVU (1 PVU 5 1026 K kg21 m2 is the refer-
ence tropospheric PV, PVs 5 7.0 PVU is the reference strato-
spheric PV, DPd 5 15 JK21kg21 is the depth of the tropopause
layer, and the parameters a and b determine the rate of PV in-
crease in the troposphere and stratosphere, respectively,

a[Ptp(y), P] 5 1 1 5
Pbot 2 P

Pbot 2 Ptp

( )2
, if P $ Ptp,

1, if P , Ptp,

and

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
(B2)

b[Ptp(y), P] 5
1, if P $ Ptp,

1 1 3
Ptp 2 P

Ptp 2 Ptop

( )3
, if P , Ptp:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩ (B3)

APPENDIX C

Numerical Details for the PV Inversion

We invert the specified PV distribution by solving (1) for
f with centered second-order finite-difference approxima-
tions for the derivatives:

­2f

­y2

( )
j,k

’
fj11,k 2 2fj,k 1 fj21,k

(Dy)2 , (C1)

­2f

­P2

( )
j,k

’
fj,k11 2 2fj,k 1 fj,k21

(DP)2 , and (C2)

­2f

(­y­P)

[ ]
j,k

’
fj11,k11 2 fj11,k21 2 fj21,k11 1 fj21,k21

4(DyDP) ,

(C3)

where j and k represent grid indices in the y and P direc-
tions, respectively, and Dy and DP are the grid spacings.
Substituting (C1)–(C3) into (1) yields a quadratic equation
to solve for each fj,k:

f2
j,k 1 bfj,k 1 c 5 0, (C4)

where

b 52
1
2
[fj11,k 1 fj21,k 1 fj,k11 1 fj,k21 1 (f0Dy)2], and

(C5)

c 52
1
4

PVj,kP
2(121/k)
k (DyDP)2f0p0(gk)21c21/k

p

[
1

1
16

(fj11,k11 2 fj21,k11 2 fj11,k21 1 fj21,k21)2

2 (fj11,k 1 fj21,k)(fj,k11 1 fj,k21)

2 (f0Dy)2(fj,k11 1 fj,k21)
]
: (C6)

We arrive at the solution using a successive overrelaxation
method with 50 000 iterations. We do not employ a conver-
gence criterion. At each iteration n and at each grid point
(j, k), we compute f∗

j,k by solving (C4):

f∗
j,k 5

1
2
(2b 2 |b2 2 4c|1/2), (C7)

and before moving onto the next grid point, we update the
solution as

fn
j,k 5 fn21

j,k 1 1:8(f∗
j,k 2 fn21

j,k ): (C8)

At each iteration [i.e., after evaluating (C8) for each internal
grid point], we apply the boundary conditions: ­f/­y 5 0 at
the northern and southern boundaries, the moist potential
temperature at the top boundary umtop

5­ftop/­Ptop, and the
geopotential at the bottom boundary fbot. We first run this
solver on a low-resolution mesh to arrive at an initial guess
for the solver on the full mesh.

APPENDIX D

QGPV Inversion of the Cyclogenetic Perturbations

To invert the cyclogenetic perturbations, we solve the
Boussinesq, f-plane form of the QGPV equation in three-
dimensional Cartesian coordinates with (Lx, Ly, Lz) 5

(8000 km, 7200 km, 20 km):

q 5 f0 1
­2c

­x2
1

­2c

­y2
1

­

­z
f 20
N2

r

­c

­z

( )
, (D1)

where c 5 p′/(r0f0) is the QG streamfunction, p′ is the
QG pressure perturbation, r0 5 1.0 kg m23 is the refer-
ence density, N2

r 5 (g/ur)(­ur/­z), and ur(z) is the U.S.
standard atmosphere for potential temperature (COESA
1976). Taking q′ 5 q 2 f0 and assuming that ­Nr/­z is
negligible (a reasonable assumption for the troposphere),
we can rewrite (D1) as

q′ 5
­2c

­x2
1

­2c

­y2
1

f 20
N2

r

­2c

­z2
: (D2)

To solve (D2), we assume wave-like solutions in the hori-
zontal direction:

c(x, y, z) 5 c(z)ei(kx2ly), and (D3)

q′(x, y, z) 5 q′(z)ei(kx2ly), (D4)
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where k is the zonal wavenumber and l is the meridional
wavenumber. Substituting (D3) and (D4) into (D2) results
in a differential equation to solve for c(z) at each spectral
grid point (k, l):

b(z)­
2c

­z2
2 K2c(z) 5 q′(z), (D5)

where b(z)5 f 20 /N
2
r and K2 5 k2 1 l2. At the top boundary,

we set ctop 5 0 m2 s21, and at the surface, we specify

­cbot/­z, which via hydrostatic balance is proportional
to u′mbot

.
If we use a centered second-order finite-difference ap-

proximation with uniform grid spacing Dz,

­2c

­z2

( )
k
’

ck11 2 2ck 1 ck21

(Dz)2 , (D6)

we can write (D5) in matrix form as AC5Q′, where

A 5
1

(Dz)2

2(KDz)2 2 b1 b1
b2 2(KDz)2 2 2b2 b2

. .
. . .

. . .
.

bn21 2(KDz)2 2 2bn21 bn21

bn 2(KDz)2 2 2bn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (D7)

C 5

c1

c2

..

.

cn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, and (D8)

Q′ 5

q′1/2 1 (b1/Dz)­cbot/­z
q′2
..
.

q′n

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
: (D9)

To invert the QGPV perturbations, we transform q′ and
u′mbot

into Fourier space, solve AC5Q′ for each (k, l),
transform the solution c into Cartesian space, and com-
pute the pressure, geostrophically balanced wind, and
hydrostatically balanced moist-potential-temperature per-
turbations as

p′ 5 r0f0c, (D10)

u′ 52
­c

­y
, (D11)

y ′ 5
­c

­x
, and (D12)

u′m 5
f0ur
g

­c

­z
: (D13)
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