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ABSTRACT

A one-dimensional time-dependent cumulonimbus model is designed that, unlike in previous one-dimensional
models, simulates cloud-top heights, vertical velocities, and water contents that are reasonably consistent with

" those observed in real convective cores. The model successfully simulates deep tropical oceanic cumulonimbus
with results that are in agreement with aircraft observations of vertical velocity, observations of radar reflectivity,
and three-dimensional model simulations. These results are achieved by improving the parameterizations of
the following physical processes: vertical mixing through the inclusion of an overturning thermal circulation
near cloud top, lateral entrainment by modifying the assumed shape of the cloud, initiating convection with
sustained boundary-layer forcing that resembles the lifting by gust fronts associated with tropical oceanic cu-
mulonimbus, and making the pressure perturbation internally consistent with the horizontal distribution of
vertical velocity in the cloud. The effect of a tilted updraft on precipitation faliout and enhanced cloud growth

are also examined.

1. Introduction

In the past, one-dimensional cloud models have been
criticized for exhibiting internal inconsistencies when
tested against observations. Warner (1970) noted that
certain one-dimensional steady-state Lagrangian mod-
els were unable to predict correct values of cloud-top
height and liquid water content simultaneously in sim-
ulations of shallow, nonprecipitating cumuli. Cotton
(1975) confirmed this result and also found that one-
dimensional time-dependent (1DTD) Eulerian models
exhibited a similar deficiency in simulations of the ini-
tial growing stages of a convective cloud. Using a three-
dimensional cloud model, Cotton and Tripoli (1978)
showed that clouds simulated with no mean wind be-
haved like the 1DTD model clouds, whereas incor-
porating vertical shear of the horizontal wind produced
clouds that possessed cloud water contents and vertical
velocities that agreed more closely with observations.
These findings have since discouraged many investi-

.gators from using one-dimensional models to study
the dynamics of cumulus clouds. '

Despite these shortcomings, the relative simplicity
and economy of one-dimensional cloud models still
make them attractive for various purposes. For ex-
ample, parameterizations of ice-phase microphysical
processes in cloud models can be applied and tested
more economically and efficiently in a one-dimensional
model. In addition, one-dimensional cumulus mode]s
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have been used to compute the gross effects of ensem-
bles of convective clouds on the larger-scale environ-
ment (e.g., Yanai et al. 1973; Ogura and Cho 1973;
Arakawa and Schubert 1974; Kreitzberg and Perkey
1977; Anthes 1977; Nitta 1977; Johnson 1978, 1980;
Brown 1979; Fritsch and Chappell .1980; Houze et al.
1980; Pointin 1985; Frank and Cohen 1987). Recently,
Adler and Negri (1988) used a one-dimensional cu-
mulus model to infer convective cloud intensity from
infrared satellite data (see also Wylie 1979; Griffith et
al. 1981; Adler and Mack 1984, 1986). Srivastava
(1985, 1987) used a one-dimensional, time-dependent
model of convective-scale downdrafts to determine
their intensity as a function of the thermodynamic in-
stability of the environment, and the cooling associated
with the evaporation of raindrops and melting of ice
particles. In the past, one-dimensional models have also
been used to diagnose the efficiency of cloud seeding
experiments (e.g., Simpson and Wiggert 1969). These
examples of the utility of one-dimensional cloud mod-
els, together with the fact that three-dimensional cloud
models remain computationally cumbersome and ex-
pensive for studies that require many mode] simula-
tions, illustrate the continuing desirability to obtain a
one-dimensional cumulus model that is internally
consistent and captures the essence of cloud structure.

Besides the general desirability for a useful and
physically reasonable one-dimensional cloud model,
we are motivated to obtain such a model for a specific
purpose. In the past several years, observational studies
of squall lines with trailing stratiform precipitation re-
gions have been conducted for tropical squall lines
(Houze 1977; Zipser 1977; Gamache and Houze 1982,
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1983, 1985; Houze and Rappaport 1984; Roux et al.
1984; Roux 1985; Chong et al. 1987) and midlatitude
squall lines (Ogura and Liou 1980; Smull and Houze
1985, 1987a,b; Srivastava et al. 1986). Based upon
these observational studies, the following conceptual
model has evolved. In these squall-line systems, ordi-
nary (nonsupercellular), short-lived convective cells
are initiated by the forced lifting of low-level ambient
air by gust fronts at the front of the storm (Houze and
Betts 1981; LeMone et al. 1984; Nicholls 1987; Dudhia
et al. 1987). These cells move rearward as they mature
and eventually become incorporated into the region of
trailing stratiform precipitation upon their dissipation.
The storm-relative winds also carry hydrometeors and
high moist static energy air detrained from the con-
vective cells rearward into the stratiform region at
middle and upper levels. Thus, the deep convective

cells in the line act as sources of heat and condensate

for the stratiform zone. Rutledge and Houze (1987)
have calculated the water budget and microphysical
processes in a stratiform region in which ice particles
are advected across an upstream boundary separating
the convective and stratiform regions. These calcula-
tions are sensitive to the vertical distributions of hy-
drometeors above the 0°C level that are assumed to
flow across the boundary from the convective region,
and little information exists regarding what these pro-
files should be. The ultimate aim of this study is to
diagnose the typical vertical distributions of hydro-
meteors in squall-line convective cells. From such di-
agnoses, together with knowledge of the relative airflow
across the line, the flow of hydrometeors from the mid-
to-upper reaches of the convective cells into the trailing
stratiform region can be determined.

Further details of the conceptual model and the ap-
plication of the 1DTD model for the study of tropical
and midlatitude squall-line systems will be part of a
future study. Since the 1DTD model cannot explicitly
resolve the effects of environmental wind shear on the
structure of the simulated convection, results from this
study will be presented in the form of hypotheses to
be verified in future studies using more sophisticated
numerical models. It should also be noted that this
conceptual model is not applicable for the study of
midlatitude squall lines that consist of three-dimen-
sional, quasi-steady supercells (Rotunno et al. 1988).

The objective of this paper is to design an improved
1DTD cumulus model that would be suitable for such
preliminary diagnostic studies of ordinary, short-lived
squall-line convection. The result is a model that has
largely eliminated the internal inconsistencies among
cloud height, vertical velocity, and water contents that
plagued previous 1DTD models. Because of the avail-
ability of extensive datasets obtained in the Global At-
mospheric Research Program’s Atlantic Tropical Ex-
periment (GATE), we have tested the model by sim-
ulating deep oceanic tropical convection typical of the
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GATE region in the eastern tropical Atlantic. For deep
GATE convection, the new model simultaneously pre-
dicts vertical velocities and radar reflectivities (which
are closely related to water content ) that are consistent
with GATE aircraft observations of in-cloud vertical
velocities (LeMone and Zipser 1980; Zipser and
LeMone 1980) and GATE radar data (Warner and
Austin 1978; Szoke and Zipser 1986; Szoke et al. 1986).
The new model results are also consistent with three-
dimensional model simulations of GATE cumulo-
nimbus (Simpson and van Helvoirt 1980; Simpson et
al, 1982, 1986).

This internally consistent model has been achieved
by redesigning the parameterizations of vertical and
horizontal mixing, precipitation fallout, perturbation
pressure, and methods of model initialization. Key
features of the new model are 1) an overturning thermal
circulation parameterized at the top of the cloud, which
produces more reasonable vertical mixing and vertical
distributions of perturbation pressure, 2) a modified
cloud shape that leads to more reasonable rates of lat-
eral entrainment, 3) a revised diagnostic pressure per-
turbation equation that is consistent with the distri-
bution of vertical velocity in the cloud, 4) sustained
low-level forcing that mimics the lifting of boundary-
layer air by gust fronts observed during GATE (Frank
1978; Frank et al. 1981; Houze and Betts 1981; Addis
et al. 1984), and 5) accounting for the effects of en-
vironmental wind shear only by parameterizing the
fallout of precipitation from tilted convective updrafts.
These innovations are described in sections 2 and 3,
where the focus will be on the dynamical formulation
of the model. Section 4 briefly describes the sensitivity
runs that were made to test how changes in the param-
eterized physics of the model affected the simulated
cloud growth. The model is tested by comparing its
results with GATE data and with three-dimensional
model output in section 5. Conclusions are presented
in section 6.

2. Description of the model

The model is formulated in a cylindrical coordinate
system (7, A, z) following Ogura and Takahashi (1971).
All dependent variables ( ) are defined as deviations
from their environmental ( ). values, while any
quantity with (), represents the actual value of a
quantity within the cloud, expressed as

( )e=0C)et( ) ()

The model predicts cloud-averaged values of vertical
velocity (w in m s~'), potential temperature (9 in de-
grees K), water vapor mixing ratio (g, in g kg™}),
cloud water mixing ratio (g, in g kg™'), rainwater
mixing ratio (g; in g kg™'), and pressure perturbation
relative to the large-scale environment.
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a. Area-averaged equations

If A represents the value of any of the quantities w,
6, gv, 4cw, OT g», then the horizontal average of 4 over
the area of a cloud of radius R is given by

A= ﬂ_sz f Ardrd\.

An average along the outer boundary of the cloud is

3)

where A(R) is the value of 4 at r = R. Deviations of
A from A and A4 are given by A’ and A”, respectively.
Unless otherwise stated, axial symmetry and no tan-
gential winds are assumed in the model.

The anelastic form of the mass continuity equation
is

27
A(R)dA,

1 6(ru) 1 d(pew)
r or pe a9z

=0, 4

where p, is the density of the env1ronment assumed
to be a function of height only, and u is the radial
velocity, dr/dt. The area-averaged form of the mass
continuity equation, given by
2/ . OR 1 0 2
R(u w )+peRZaz(peR w)=20
is a result of applying (2) to (4), using Leibnitz’ rule
of integration (Hildebrand 1976, p. 365) and taking
into account changes in cloud radius with height.
The prognostic equation for an arbitrary variable A
in cylindrical coordinates is

dd. 04, 1 &(rud,) + 1 3(pewA,)
dt & r or pe 0z
By averaging (6) over the cell’s horizontal area, making
use of (1) and (5), neglecting small changes with time

"in the properties of the large-scale environment, and
assuming that

&)

©6)

q- A, 3(p.R*%)/3z <0 -
| 4,, 8(p.R*W)/3z>0"
we obtain
Q’E:_%_M—,afl"_FZic
at at 9z  dt
(i) .
A _ 1 3(peR*wA)
+ R*W) —
0. R? az(‘D W)~ 5
(ii) (iii)
2 nqn __ ’}/’,a_R
—E( u"4 w’A az). (8)

(iv)
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To satisfy mass continuity, it is assumed in (7) that
environmental air is entrained into the convective core
if the cell-averaged vertical mass flux (p,mR*w) in-

.creases with height, whereas air from the convective

cell is detrained into the environment if the cell-aver-
aged vertical mass flux decreases with height.

Term (i) in (8) represents the sources and sinks of
the dependent variable A4; it takes on the following
forms in the equations for vertical momentum, the
thermodynamic energy, and mixing ratios of water va-
por, cloud water, and rain:

dw - oP
E’ = B_Rdove‘é_z—’ (9)
dd L i
— = — (PCOND + PREVP), 10
da 1C, (PCO ) (10)
a4, _
dt PCOND PREVP (11)
dg;w PCOND — PRAUT — PRACW, (12)
4q,
i = PREVP + PRAUT
1 0 .
+ PRACW+ - 3; (pe Vr‘]r) s (13)
where .
_ ] _
B=g(j+061% - %),
pe \*<
= (== 14
(1000) ’ a9
P is the nondimensional pressure
p=le (15)
8I)Ep€

and T,, and 6., are the virtual temperature and the
virtual potential temperature of the environment. The
last term in (14) represents the reduction of cloud
buoyancy by “water loading” with g7 = ¢, + ¢,. The
terms PCOND, PRAUT, PRACW, and PREVP rep-
resent the rates of net condensation (or evaporation)
of cloud water, autoconversion of cloud water into rain,
collection of cloud water by rain, and evaporation of
rain, respectively. A brief description of these warm-
rain m1crophysica1 processes is given in appendix A.

The last term in (13) is the vertical flux convergence
of rain, where V, is the mass-weighted fallspeed asso-
ciated with a population of raindrops (see section 2f).

b. Horizontal entrainment

In (8), there are two contributions to the net en-
trainment of air into convective cells from their sides:
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term (il ) represents the horizontal inflow of air needed
to satisfy mean mass continuity, known as “dynamic
entrainment”; term (iv), referred to as “lateral eddy
mixing,” represents the turbulent mixing of air from
the immediate environment into the convective cores
without the net exchange of mass across cell bound-
aries. It is crucial that both processes of horizontal en-
trainment be resolved accurately since they strongly
affect cell growth and internal properties. Note that the
asymmetric component of dynamic entrainment as-
sociated with cumulus-scale vortices is not considered
in the current parameterization ( Tripoli and Cotton
1980; Simpson et al. 1982, 1986).

The terms “cells” and “cores” will be used synon-
ymously in the following discussion to denote convec-
tive elements possessing significant vertical motion (i.e.,
updrafts and downdrafts) during their phase of most
active development.

1) DYNAMIC ENTRAINMENT

Dynamic entrainment in a 1DTD model is deter-
mined by the assumed shape of the convective core’s
volume and the vertical profile of vertical velocity.
Traditionally, a 1DTD convective cell is assumed to
be a cylinder of fixed radius around a vertical axis, with
little attention paid to the effect this arbitrary assump-
tion of cell shape has on model performance. We allow
for the possibility of different shapes of convective cores
by letting the cell radius vary with height (Fig. 1). Given
the same vertical profile of w increasing with height,
the dynamic entrainment of air from outside the con-
vective core is significantly reduced if the radius of the
core is assumed to decrease with height (Fig. 1b) rather
than remaining constant with height (Fig. 1a). Thor-
ough testing of the 1DTD model suggests that it is im-
possible to simulate deep tropical convection with a
constant cell radius unless unrealistically large forcing
is applied to the model. By allowing the radius of the
cell to decrease with height, the dilution of the con-
vective cell through dynamic entrainment is reduced
enough to permit deep convection to form under much
more realistic conditions.

The vertical distribution of cell radius R(z) used in
the model assumes that the mass flux below some
height Zy is conserved for an idealized profile of vertical
velocity, w(z);

po(0)H(0) ]2
°[pe(z)W(z)] » 257z
R(Zx),

R(z) = (16)

z> Zx
W(z) = wo + w,(i) for z<Zz (17)
Zg
Forvaluesof wo=1ms™, w; = 1.75ms™!, Z, = 4

km, and Ry = 1 km, the radius R of the convectlve cell
decreases nonlinearly with height from R = 1 km at
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F1G. 1. A schematic depicting how the dynamic entrainment, rep-
resented by the horizontal flow across the cloud boundaries, is affected
by the vertical profile of cloud radius. If the vertical distribution of
w is the same for both cases, then the dynamic entrainment of en-
vironmental air above cloud base is stronger in (a), where the radius
is constant with height, than in (b), which has the cloud radius de-
creasing with height.

the surface to R = 0.73 km for z = 4 km. During the
early stages of cell growth when the convective core is
dominated by active updraft, this profile of cell radius,
which is shown in Fig. 1b, closely resembles LeMone
and Zipser’s (1980) aircraft analysis for the ten percent
strongest updraft cores observed during GATE. Model
simulations are also made using a constant radius pro-
file with R(z) = R, for all heights.

The dilution of in-core properties by dynamic en-
trainment is also affected by the value assumed for A4,
in (7). According to (7), the air transported across the
cell’s lateral boundaries from outside the convective
cell is assumed to have the same thermodynamic prop-
erties as the large-scale environment. However, this is
likely to be incorrect. Deep convection during GATE
was almost never isolated, but instead tended to de-

_ velop within areas of apparent saturation on the me-

soscale (Houze and Betts 1981; Tao and Simpson -
1984). The thermodynamic structure within such a
region may differ significantly from the large-scale en-
vironment represented by radiosonde measurements.
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The range of responses in the 1DTD model to possible
assumptions about the properties of the entrained air
are investigated in-section 5.

2) LATERAL EDDY MIXING

Observational evidence suggests that the entrain-
ment by turbulent mixing along the sides of the clouds
[term (iv) in (8)] is much smaller than the entrainment
that occurs near cloud top (Warner 1969; Paluch 1979;
LaMontagne and Telford 1983; Boatman and Auer
1983; Austin et al. 1985; Jensen et al. 1985). In the
1DTD model, the lateral eddy mixing should therefore
proceed at a much slower rate than the vertical eddy
mixing. Thus, we decided that neglecting the process
of lateral eddy mixing would serve as an interesting
and useful parameterization. Such a formulation is also
consistent with the parameterization of lateral entrain-
ment derived by Randall and Huffman (1982). Unless
otherwise indicated, the model calculations make this
assumption. In a few simulations, the sensitivity of the
model to lateral eddy mixing was tested using Asai and
Kasahara’s (1967) parameterization, which has been
used in most previous 1DTD models. They assume
that

—~~— T~ aR -
uIlAII — WA — = a2|W|A,

, oz (18)
with a assumed to be 0.1.
c. Vertical fluxes
The vertical flux w4 may be written as
wA =wA+ wAd' (19)

One of the major problems in 1DTD cloud modeling
has been to represent adequately the contribution of
the eddy term in (19) to the vertical transport repre-
sented by term (iii) in (8). In previous studies it has
been ignored (Asai and Kasahara 1967; Ogura and
Takahashi 1971; Holton 1973; Yau 1979), represented
using relatively simple eddy-viscosity schemes that as-
sume only down-gradient, diffusive-type mixing (Cot-
ton 1975; Ryan and Lalousis 1979), or parameterized
in terms of the turbulence intensity within the cell (Lo-
pez 1973; Pointin 1985).

A parameterization of vertical eddy mixing was de-
veloped based on data gathered in instrumented aircraft
flights through tropical convective cores (LeMone and
Zipser 1980; Zipser and LeMone 1980; Warner et al.
~ 1980; Jorgensen et al. 1985) and midlatitude updraft

cores ( McCarthy 1974; Sand 1976; Kyle et al. 1976;
Hallett et al. 1978). These data indicate that most in-
cloud quantities possess systematic horizontal varia-
tions at larger scales across active convective cells and
smaller, random turbulent fluctuations. This evidence
is corroborated by simulations using two- and three-
dimensional cloud models (e.g., Murray 1970; Murray
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and Koenig 1972; Schlesinger 1978a; Simpson and van
Helvoirt 1980; Simpson et al. 1982). Excluding tur-
bulent fluctuations, values of most quantities tend to
change monotonically from some value at the center
of the convective cell to values close to that of the large-
scale environment near the edge of the cell.

Accordingly, it is assumed that the dependent vari-
ables in the model can be described as follows:

w=w(r) + w* (20)
A=A,(r)+ A4*, Q1

where w,(r) and 4,(r) are the systematic radial distri-
butions assumed for w (vertical velocity) and the ar-
bitrary variable 4, while w* and 4* represent the small-
scale, turbulent fluctuations of w and A with respect
to the assumed distributions w,(r) and A4,(r). Simple
linear functions are used to represent w,(r) and A4,(r):

wy(r) = wo(l — xr/R) (22)
A,(r) = 4o(1 — yr/R), (23)

where wy and Ag are the values of w and A at the center
of the convective core; and x and y are dimensionless
constants that control how much w and 4 change be-
tween the center and edge of the core. For example,
the “top-hat” profile is assumed when x = y = 0 (used
in previous 1DTD models). But if x = y = 1, then
w,(r) and A4,(r) change from w, and A, at the center
of the convective cell to zero (the environmental val-
ues) along the cell boundary at r = R. This triangular-
shaped distribution is typical of the vertical velocity
profiles measured in aircraft flights through GATE

" convective cores (LeMone and Zipser 1980; Zipser and

LeMone 1980) and in convective cells embedded in
hurricanes (Jorgensen et al. 1985).
By applying (2) to (20)-(23), we obtain

wo = 3w/(3 — 2x) (24)
Ao =34/(3 — 2y). (25)

These expressions relate the peak values of w and 4 to
their in-cloud averages. A singularity occurs when x
=1.5and y = 1.5 in (24) and (25) because the area
average of such a distribution is zero regardless of the
value of that quantity at the center of the convective
core—i.e., the contribution made to the horizontal area
average at r < 2R/ 3 is completely balanced by an equal
and opposite contribution at r > 2R /3. If x and y are
greater than 1.5, then w and A are of opposite sign to
wp and Ap. Such a distribution is clearly unlike what
has been observed in real cumulonimbus clouds. If the
values of x and y are less than zero, then w(R) > wy
and A(R) > Ay, which is also contrary to what has
been simulated in multidimensional cloud models and
observed in real convective cores during periods of ac-
tive growth. We assert that 0 < x, y < 1.2 is generally
consistent with aircraft data and two- and three-di-
mensional model simulations.
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Our method for estimating the area-averaged vertical
fluxes within convective cells is based on the above
representations of w and 4. By taking the area average
of the product wA after substituting for w and A4 using
(20) and (21),

WA = WA + WEAT + w(NA* + wrA(r),

in which the last two terms on the right side of the
equation are neglected since the small-scale turbulent
fluctuations are assumed to be random and of much
smaller scale than the convective core. Using (22)-
(25) and taking the area average of w,(r)4,(r), the
area-averaged vertical flux of A4 is

WA = X, WA + w*A*

(26)

with

_ 3(3xy —4x—4y +6)
2(3—-2x)(3 —2y)

An expression for the vertical eddy flux of 4 is found
by combining (19) and (26), giving

WA = (X4 — D)WA + w4~ (28)

This equation decomposes the eddy flux into two com-
ponents. The first term on the right is the contribution
of the assumed systematic triangular shape of the basic
cross-cell profiles of w and A to the eddy correlation,
while the second term on the right is the vertical eddy
flux contributed by smaller-scale eddies randomly su-
perimposed on the triangular structure.

X4 27)

d. Vertical mixing

Numerous studies suggest that entrainment into cu-
mulus clouds is strongest near cloud top (e.g., Squires
1958; Warner 1969, 1970; Paluch 1979; Telford and
Wagner 1981; LaMontagne and Telford 1983; Boat-
man and Auer 1983; and others). It has also been
shown that tropical convection typically possesses a
bubble- or thermal-like structure near cloud top. These
cloud-top thermals are regions of enhanced convective
overturning, where warm, buoyant ascent in the middle
of the convective element is surrounded by a narrow

region of descent along the periphery of the element
(e.g., see review articles by Simpson 1983a,b,c). A ver- -

tical eddy mixing scheme is formulated that links both
sets of observations. First, the contribution to the ver-
tical eddy flux of A by the largest scale of motion (the
triangular variation across the cell), represented by the
first term on the right side of (28), is specified to rep-
resent an overturning, thermal-like circulation near the
top of the convective core. The vertical derivative -of
this eddy flux term gives the vertical eddy mixing of 4
due to the cloud-top thermal circulation. Second, the
vertical derivative of w* 4*, the vertical eddy flux of
A contributed by the small-scale turbulent eddies, re-
sults in the subgrid-scale vertical mixing of 4. The pa-
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rameterizations for both scales of vertical mixing are
outlined in the following subsections.

1) A THERMAL-LIKE CIRCULATION PARAMETER-
IZED NEAR CLOUD TOP

Studies using multilevel aircraft data as early as the
mid-1950s have shown that an overturning thermal-
like circulation commonly exists near the tops of ac-
tively growing tropical cumuli (e.g., Scorer and Ludlam
1953; Malkus 1954; Malkus and Scorer 1955) that
strongly resembles the thermals produced in laboratory
experiments (Scorer and Ronne 1956; Scorer 1957;
Woodward 1959; Saunders 1962). Simulations of
tropical convection using two-dimensional axisym-
metric models (e.g., Murray 1970, 1971; Murray and
Koenig 1972; Soong and Ogura 1973, 1976; Libersky
1980) and three-dimensional models (Yau 1980;
Simpson and van Helvoirt 1980; Turpeinen and Yau
1981; Simpson et al. 1982) have also reproduced ther-
mal-like, vortical circulations at cloud top during the
active stages of growth.

The model assumes that a thermal- or bubble-like
circulation exists near the tops of actively growing cu-
mulus clouds, where, with guidance from all of the
studies cited above, a relatively simple conceptual
model determines what the values as a function of
height and time are of the parameters x and y that
determine the triangular profiles of w and 4.

To simulate the effects of a thermal circulation at
cloud top, the model cell is divided with respect to
height into four distinct regions, depicted in Fig. 2 as
regions R, through R, for the case of a cylindrical con-
vective core. Regions R, and R; represent the so-called

t

R4

t - f —
r /RT\

7_4— +—R—— — 222,

Re \\R/

d ‘ — z=7,
Ry

$ Z2=0

r=R r=0 r=R

FI1G. 2. The various regions in the model cloud that are defined
with respect to the cloud-top height (Z7). Regions R, and R; comprise
the thermal cap region, R, is the lower region of the convective cell,
and R, is the environment above cloud top. The vertical depth of
the thermal cap region is 2 R7, where it is assumed that R = R; = R
(z = 0) throughout the model run.
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“thermal-cap region.” The top of this thermal cap re-
gion is defined with respect to the cloud top height Z7
(defined by the gz = 0.1 g kg™! isoline). The region
of environmental air above cloud top is represented by
R,, while R, contains the lower portion of the con-
vective cell extending from the surface up to the base
of the thermal cap at z = Z;.

Figure 3 shows how the horizontal distribution of
vertical velocity is parameterized in the model. Setting
x = 1'and having triangular-shaped profiles of vertical
velocity in region R;, descent is parameterized along
the cell’s periphery near cloud top by increasing the
value of x with height in regions R, and R;. The model
configuration resembles that of Turner’s (1962) starting
plume, where the convective element has the charac-
teristics of a jet at low levels capped by a thermal cir-
culation at cloud top.

The desired thermal is produced by prescribing the
x coeflicient in (23) as

x(t, z)
(X%, . z<z;
xL+(xM—AxL)(z;ZL), Z1 <2< Zy
T .
xM+(xT—xM)(z;zM), Iy <z< 2y
T
[ x7, z2 z7,
(29)
! PN
4 /{/ \i\
1 ¥ )///'/h\\\:\ — Z=177
R Ve N
3 7z <Y
f d 7 M
\
RZ L\ 7Y
! — 7:27,
Ry
+ Z=0
r=R r=0 r=R

FI1G. 3. A diagram showing how the thermal circulation is param-
eterized in the thermal cap region, where the horizontal distributions
of w,(r) are given as a function of height and each profile is normalized
to give a constant value of wy. Note that the triangularity x in the
updraft profiles increases with height only in the thermal cap region.
Thus, for x = 1 at z = Z; and increasing with height in R, and R;
tox = 1.5 at z = Z, an overturning circulation is approximated just
below cloud top.
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TaBLE 1. Coefficients used in thermal cap region.

Values of coefficients

Variable Coefficients z=2; z2=2u z=2r
w X 1.0 1.1 1.2
[/ Yo 0.75 1.0 1.1
qv Yo 0.75 0.9 1.0
Gow ew 0.75 0.9 1.0
qr q, 0.75 0.9 1.0

where XL is the value of x assumed in R;, X¥ is the
value of x in the center of the thermal at z = Z,,, X T
is defined at and above the cloud-top height Z7, and
Rr = Ry is the vertical depth of the thermal. Equations
analogous to (29) are used to describe y(?, z) in (23).
In Table 1, the values for x, ¥s, yu, Yew, and y, at levels
Z1, Zy, and Zrare used to determine the vertical pro-
files of x and y in the parameterized thermal cap and
are based on detailed three-dimensional model output
from van Helvoirt (1980) and on numerous sensitivity
tests made with our 1DTD cloud model. When sub-
stituted into (27) and (28), they directly affect the ver-
tical eddy fluxes and the vertical eddy mixing calculated
in the cloud model.

2) SMALL-SCALE VERTICAL MIXING

According to Schlesinger’s (1978b) parameteriza-
tion, the small-scale vertical eddy flux of 4 superim-
posed on the triangular profiles is represented by

war = -k, 4
oz
where K; = K, = K., = 3K,,, for 4 = 8, q,, g.. and K,
= K,, for A = g,. Because of its greater numerical sta-

(30)

" bility, the method of Cotton (1975) is used to represent

the vertical eddy flux of vertical momentum as

wEw* = =2K,, 3—?. 31)
The mixing coeflicient K, is given by
K, = % (cA)?|def], 32) -
with ¢ = 0.2 (Schlesinger 1978b),
' A = (7R?Az)'73 (33)

is the vertical mixing length with R being the radius
of the core and Az being the height increment, and
|def]| is an area-average estimate of the magnitude of
the convective-scale wind deformation tensor following
Cotton (1975).

e. Fallout of precipitation

The last term in (13) represents the vertical flux
convergence of rain averaged over the horizontal area
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of the cell. With the aid of (2), (3), and Leibnitz’ rule
of integration, this expression becomes

1 0 ~ a = 2~

— a Vrr =5 RZVr _—Frs 4

PX 6Z(pe a-) PeR2 az(pe q-) R 34)

(i) (ii)

where V, is the mass-weighted fallspeed associated with
a population of raindrops. Term (i) is the convergence
of the area-integrated vertical flux of rainwater. To
evaluate this term, the area-averaged vertical flux of
rain (V,q,) must be written as a function of area-av-
eraged quantities. From Lin et al. (1983), the mass-
weighted fallspeed for an entire population of raindrops
possessing an exponential size distribution following
Marshall and Palmer (1948) is

0.4
p _T4+b) aﬁ\:”’(&) ’

: 3 (35)

c

where g, = 842 m!"% s, b, = 0.8, T' is the Gamma
function, A, is the slope of the raindrop size distribution
(see appendix A), p, is a reference pressure of 1000
mb, and (py/ p.)%* is a factor that allows for the change
in fallspeed with air pressure (Foote and DuToit 1969).
Multiplying (35) by ¢, and averaging over the hori-
zontal area of the cell, we obtain the following expres-
sion for the area-averaged vertical flux of rain:

—_—

V.a, = $V.d,, (36)

where

3 2 3 1+b;
&= [(2 + b:)y,](s - 2y,)

—(1 - r3+b;
X[L(_&___

2+b;
(=) ] (37)
and b’ = b,/4.

Term (ii) in (34) represents the fallout of precipi-
tation if the convective cell is tilted. It reduces the ac-
cumulation of condensate that would otherwise occur
if the cells were upright. Some runs assume that the
model convective cell is tilted at an angle 3 with respect
to the vertical (Fig. 4), such that the air motions follow
the axis of the convective cell with raindrops falling in
the —Z direction. The net vertical flux of rain falling
across the lateral boundaries of the cell is given by

1 2r
Fo=o= [ la(R, V1R, M(—z-max, 39)
7w JOo,

where ¢,(R, ) is the rain content along the cell bound-
ary at azimuth angle A, V,[g¢,(R, A)] is the mass-
weighted fallspeed associated with this local population
of raindrops, and n and z are unit vectors normal to
the cell boundary and in the positive z directions, re-
spectively.

FIG. 4. A depiction of a cylindrically shaped cloud, which is sloped
at an angle 8 from the vertical. The azimuth angle increases in the
counterclockwise direction with A = 0 defined along the downshear
side of the cell. Raindrops are assumed to fall with respect to the
cloud in the —z direction. Because the unit vector n normal to the
tilted cloud boundary changes with A, the component of the rain flux
across the boundary, given by —z-n, also varies as a function of A,
Note that rain falls out of the cloud and into the environment when
—z-n> 0, and vice versa if —z-n < 0.

f. Perturbation pressure

Following Raymond (1979), the accelerations in the
radial velocity () are related to the radial distribution
of pressure by the horizontal momentum equation:

du _ 1 dp.

d - p. o

(39)
Letting p = p.(z) and integrating with respect to radius
from the cell boundary at 7 = R to an arbitrary radius
within the core at r = ¢ (0 < £ < R), the radial distri-
bution of pressure in the convective cell is

¢t du
P(E) = p(R) — pe 7 dr, (40)
R dt

where p.(R) is the total pressure at the cell boundary.
Subtracting the environmental pressure (p,.) from (40),
averaging over the horizontal area of the core, and ne-
glecting variations in the azimuthal direction, the area-
averaged perturbation pressure becomes

R

- 2 ¢ du
P=P—peps | [ @ (r)dr]EdE. (41)

Using (22) to represent w,(r), rearranging terms, and
integrating (4) with respect to radius from the center



338

of the convective core out to an arbitrary radius r (r
< R), the lateral distribution of radial velocity is

r a PeWo X
u(r) = =L [32 (pew) 1 = (PR )] “2)
Further details of the derivation of the pressure per-
turbation equation are contained in appendix B.

In our approach, the perturbation pressure averaged
along the cell boundary, p, is the only arbitrary constant
in the pressure equation. Holton (1973) and Yau
(1979) estimated p using Fourier-Bessel functions to
represent the horizontal distribution of perturbation
pressure. We believe that our approach gives a more
reasonable estimate of p, because it is produced from
a distribution of p(r) determined explicitly from the

profile of w(r) assumed in (22). Since p is the only .

arbitrary constant, our parameterization also contains
a physically understandable link in the horizontal dis-
tribution of pressure between the convective cells and
their immediate environment.

& Numerical methods and boundary conditions

The second-order scheme of Crowley (1968) for the
advection of w and the “modified upstream differenc-
ing” scheme, as described by Soong and Ogura (1973),
are used for the advection of 6, ¢,, g.., and g, with a
height increment of Az = 200 m in all of the model
runs. A forward time-differencing scheme similar to
Schlesinger (1978a) is used, where the variable time
step is

\

0.9 :
At = max = > (At) max 43)
' XyW 6K,
MAX( = AZ:)

with (Af)max = 5 s, X, given by (27), and MAX the
largest value for any interior grid point. This numerical
technique has the advantage of maintaining compu-
tational stability during periods when intense convec-
tion is simulated, and, although some damping by nu-
merical diffusion occurs, it does not appear to be im-
portant when compared to the uncertainty associated
with any turbulence parameterization in a one-dimen-
sional cloud model. .

Figure 5 shows the staggered grid at the vertical
boundaries of the model, where w = 0 is assumed at
the top and bottom boundaries (levels N + 0.5 and
1.5, respectively). Boundary conditions for the non-
dimensional perturbation pressure are derived by rear-
ranging the vertical momentum equation in (8) and
(9) and letting dw/dt = 0 at the boundaries, giving

BB _pq vl s (PeRz_WW)z]
= (Raboe)ih| Brs — 7252002 | a4y
P (&, )1.5[ s | @
Dn+1 — DN o s (pR5WW)y ]
= (R 0, sl Bysos + ———
Az (R4bse) N+o 5[ Neos T Ry Az

(45)
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F1G. 5. The staggered grid used in the modified upstream
differencing scheme at the top and bottom boundaries.

at the lower and upper boundaries, respectively. In
(45), Py4 is set to zero in order to prevent the devel-
opment of an implied vertical pressure gradient above
the top of the model domain.

‘A prognostic equation based on (8) is used to cal-
culate § and g, at the surface, where, if 4 represents §
and g, then

Ay _ (pR*%[Wod, — (W)z]
ot (peR?)10z

The horizontal divergence and the vertical flux trans-
ports of 6 and g, were considered in deriving (46) be-
cause of the importance of the convective downdrafts
in transporting air down to the surface. As displayed
in Fig. 5, the values of 6, g,, g.» and g, are set to zero
at the upper boundary.

(46)

3. Initial conditions and initiation of convection

All model runs are initialized using the vertical pro-
files of temperature and water vapor mixing ratio taken
from the 1200 UTC sounding aboard the Canadian
RV Quadra on Day 261 (18 September 1974) of GATE
(see Fig. 6). The data are taken from the Final Upper
Air DataSet prepared by the Convection Subprogram
Data Center (CSDC).! This sounding was selected so
that the output from the model could be compared
with previously published observational studies of the
events on this day (Warner and Austin 1978; Warner
et al. 1979, 1980; Frank et al. 1981) and with three-
dimensional model simulations of the deep clouds that
occurred (Simpson and van Helvoirt 1980; Simpson
et al. 1982, 1986).

! Available from National Climatic Center, Asheville, NC 28801.
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QUADRA 1200 GMT 18 SEPT 1974
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FIG. 6. Skew T-log P plot of the 1200 UTC sounding taken aboard
the Quadra research vessel on day 261 of GATE. Temperatures and
dewpoint temperatures are denoted by the heavy dashed and solid
curves, respectively. Light dash~dot lines are moist adiabats.

It appears that the dominant means by which deep
tropical convective clouds are initiated is the lifting of
low-level air near the ocean surface by gust fronts as-
sociated with cumulus convection that is already pres-
ent (Simpson 1980; Houze and Betts 1981; Tao and
Simpson 1984; Tao and Soong 1986; Nicholls 1987).
Convection in the model is therefore initialized by ap-
plying a sustained forcing below cloud base (600 to
700 m above the ocean) that is consistent with the
forced ascent associated with tropical maritime gust
fronts (Emmitt 1978; Frank et al. 1981; Addis et al.
1984). The vertical profile of w increases parabolically
from 0 m s™! at the surface to 2 m s~! at z = 0.4 km.
Starting the model simulations from an initially quies-
cent state (i.e., w = 0 everywhere), the subcloud forcing
is increased linearly with time during the first 100 s
and remains at full strength for the next 1100 s. This
period of low-level forcing is needed to simulate max-
imum cloud-top heights consistent with those observed
on this day (Warner et al. 1980; Simpson et al. 1986).
The duration of the forcing is reasonable given the slow
movement of the convective towers relative to the gust
fronts (Warner et al. 1980) and the rate at which con-
vection was initiated (Tao and Simpson 1984). After
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the first 20 min, the forcing is no longer applied and
changes in w at z < 0.4 km are then predicted using
the vertical momentum equation. Imposing the low-
level forcing in this way prevents the development of
unrealistically large perturbation pressures that would
occur if the forcing was applied instantaneously as an
initial condition.

In the real atmosphere, forced ascent of air at low
levels would be provided by the vertical pressure gra-
dients that form in response to strong convergence at
the gust front. These pressure gradients are diagnosed
in"the model by rearranging the vertical momentum
equation in the same manner as in section 2g, such
that

% _ ~[g_ 9w _ (oW
=@ |B-5-(F) ] @

where B is calculated by the model and the other terms
in brackets are determined by the specified forcing.
Although this method can be used instead of (41) to
calculate the perturbation pressure, its purpose here is
to illustrate that balance between the pressure and mo-
mentum fields is maintained in areas of forced ascent.

4. Design of model experiments

The conditions used in the control run are sum-
marized in Table 2. Although numerous simulations
were made to test the sensitivity of the model to each
of these conditions, only a much smaller, representative
sample of the runs will be discussed. All of the runs
will be compared with the control run (run I) for the
purpose of examining how each of the following phys-
ical mechanisms affect the structure of the simulated
cells:

¢ dynamic entrainment (runs II, III and VII),

¢ lateral eddy mixing (run VIII),

e horizontal profiles of dependent quantities and
inclusion of a thermal-cap circulation (runs IV
and V),

e precipitation fallout (run VI),

¢ magnitude of low-level, sustained forcing (runs
IX and X), :

¢ duration of low-level, sustained forcing (runs XI
and XII).

TaBLE 2. Characteristics of control run.

Cloud radius decreases with height below 4 km following (16).
Lateral eddy mixing is neglected.
Small-scale vertical eddy mixing is parameterized.
A thermal-like circulation is parameterized below cloud top using
the horizontal profiles in Table 1.
The cell has no slope (8 = 0°). .
No rain enters the cloud from the environment [(g,); = 0].
Pressure perturbation is parameterized.
A maximum forcing of w = 2 m s is sustained at z = 0.4 km
_ during the first 20 min of the simulation.
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The following section contains a detailed discussion
of the convection simulated in the control run, as well
as results from the other simulations.

5. Results
a. Control case

Figure 7 shows the time-height plots of w, § and
g, for the control case. The updraft grows rapidly dur-
ing the first 25 min of the simulation as air from the
boundary layer rises into the cell during the period of
sustained low-level forcing. Maximum updraft speeds
of 10.3 m s™! are reached at 25 min. The top of the
updraft, defined by the upper contour of w = 1 ms™/,
grows at a rate of 4 m s™! during the first 15 min and .
is followed by a more active growth phase between 15
and 35 min where the rate of rise approaches 9 m s™%.
A peak cloud-top height (defined by the height of the
gL = 0.1 g kg isoline) of 13 km is reached by ¢ =.38
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min. The fields of 8 and g, displayed in Figs. 7b and
7c¢ show that the air in the region of active updraft is
generally warm and moist with maximum ‘values of
6=2.8°Cand g, = 5.0 gkg!. These maximum values
compare well with output from the three-dimensional
model simulations of Simpson et al. (1982, 1986), in
which maximum values of w = 7.7-11.2 m s™! and ¢
= 2.8°-3.4°C were simulated for deep convection (cu-
mulonimbus AA in Simpson et al. 1986) that extended
up to 13.2-15.6 km (output provided by M. Mc-
Cumber). .

After the low-level forcing is turned off (at ¢ = 20
min), the updraft starts to erode rapidly at all levels
below the height of maximum ascent and is cut off
from the boundary layer between 25 and 40 min as
downdraft develops from below. A weak and shallow
downdraft persists below 1.5 km with maximum de-
scent of —1.5 m s™! occurring at z = 0.4 km. Although
there is little difference in temperature between the air
in the downdraft and the environment (see Fig. 7b),
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FiG. 7. Time-height plots from the control simulation (run I) of
(a) vertical velocity (w in m s™'), (b) deviation values of the in-
cloud potential temperature from the large-scale environment (8 in
°C), and (c) perturbation values of the water vapor mixing ratio
(2, in g kg™") in the cloud from the environment.
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Fig. 8a shows that the downdraft at low levels is neg-
atively buoyant due mainly to the water loading as-
sociated with rain (in Fig. 10b) and the downward
transport of drier air (Fig. 7c). After 35 min, the
downdraft is capped by a stable buoyancy oscillation
in the 2.0-3.5 km layer (see Fig. 8a).

One of the reasons for the rapid decay of the updraft
after 25 min is the reduction of cell buoyancy by water
loading. With positive anomalies in 6 and g, seen in
Figs. 7b and 7¢ below 7 km and from 30 to 35 min,
Fig. 8a shows that the cell is still negatively buoyant
because of the large accumulation of rain in this region
(Fig. 10b). Since only weak vertical pressure-gradient
forces are present in Fig. 11b, one can conclude that
excessive precipitation loading is responsible for the
rapid formation of these downdrafts. This is confirmed
in a simulation in which downdraft failed to develop
below 4 km when rain was not allowed to form.

The lateral entrainment of environmental air into
the cell also contributes to the extensive deterioration
of the updraft. Dividing term (ii) in (8) by —4 gives

16

@B

14

12,

10

HEIGHT (km)

o= —_—..-1-_—:_1_‘_:'1‘) AW~ ols = o =t O]
0 10 20 30 40 50 60

TIME (minutes)

341

the rate of dynamic entrainment (negative values de-
note radial inflow into the convective core) and de-
trainment (positive values represent radial outflow
from the cell) shown in Fig. 8c. During the first 25
min, entrainment occurs gradually throughout a deep
layer below the height of maximum vertical velocity,
whereas the detrainment rates are larger and concen-
trated in a shallow layer between the level of maximum
updraft speed and cloud top. The deleterious effect of
horizontal entrainment upon cloud growth is exem-
plified by the steady decrease in § with time in the 3-
5 km layer after ¢ = 25 min. Several experiments in
the following subsection will demonstrate the sensitivity
of the model to how dynamic entrainment is param-
eterized. )

Figure 8c shows that cell detrainment occurs after
25 min in limited layers at 2.2-2.8 km, 5.0-5.6 km,
6.8-7.4 km, and 9.2-10.0 km. These detrainment lay-
ers correspond to well-defined dry, stable layers in the
environment at 2.2~2.8 km and 6.8-7.4 km and to
less-defined stable layers at 5.0-5.6 km and 8.8-10.0
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_FIG. 8. Time-height plots from the control of (a) cloud buoyancy
(B in m s72), (b) total hydrometeor content (¢, = g + @, in g
kg™"), and (c) rates of dynamic entrainment (negative values) and
detrainment (positive values) in units of s~'.
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km (see Fig. 6). The profile of condensate detrained
from the cell (Fig. 9a) is enhanced near these distinct
layers, with the greatest detrainment of condensate oc-
curring from 2.4-3.3 km. These results agree closely
with the observations on GATE day 261 of extensive
patches of stratus and stratocumulus persisting between
2.5 and 5.0 km (Warner et al. 1979).

The input sounding also accounts for the complex
structure of the f and g, fields in Figs. 7b and 7c. Max-
ima in § and minima in g, occur at the base of the
stable layers (2.2, 4.8, 6.6, and 8.8 km), and the min-
ima in # and maxima in g, occur at the top of the stable
layers (2.8, 5.6, 7.4 and 10.0 km). Since the environ-
ment immediately beneath the stable layers is close to
moist adiabatic, the differences in the water vapor
mixing ratios between the cell (at water saturation)
and the environment ( near saturation ) are.smallest at
the bottom of the stable layers. ,

The strength of the 2.2-2.8 km stable layer has a
particularly important impact upon the convection,
where the intensity of the updraft and the rate of rise
of the cloud-top increase after the convective cell pen-
etrates above 3 km at 15 min (see Fig. 7a). From Fig.
9b, the total condensation in the cell is greatest from
1.0 to 2.4 km and from 3.0 to 5.0 km where the moist,
unstable layers are located, while most of the evapo-
ration occurs below 1.0 km and in the dry, stable layer
between 2.4 and 3.0 km. .

The highest cloud ‘water contents (Fig. 10a) occur
in the upper part of the updraft throughout its growth
stage (regions R, and R;), while the largest rainwater
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contents (Fig. 10b) develop 7-9 min later at lower lev-
els in the cell (region R)). ‘

The maximum in ¢, at 2.4 km and 25 min occurs
where the updraft collapses shortly after the low-level
forcing is terminated at 20 min. Although autocon-
version of cloud water into rain (PRAUT) is important
in the initial production of rain, the rapid increase in
rainwater after its initiation is due almost entirely to
the collection of cloud water (PRACW). Since cloud
water is no longer produced after the downdraft de-
velops, the rain falls to the surface with no further in-
crease in concentration. :

This maximum in ¢, is also seen as a maximum in
radar reflectivity in Fig. 10c, where the equivalent radar
reflectivity factor for rain is calculated, following Leary
and Houze (1979), as

Z = 6.675 X 107(p.q,)'* (48)
with the units of (p.g,) being in kilograms per cubic
meter. The subsequent fall of rain to the surface pro-
duces the intense peak in surface rainfall rate shown
in Fig. 10d of 55 mm h ™! at 30 min. Because the 0°C
level is located at z = 4.5 km, this feature is due strictly
to warm-rain processes. The peak surface reflectivities
are in good agreement with Szoke et al. (1986) and
Szoke and Zipser (1986), while the maximum surface
rainfall rate is consistent with Warner and Austin
(1978) when the differences in horizontal resolution
are taken into consideration. Although the difference
in time between the first 20 dBZ echo aloft and the 40
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Fi1G. 9. (a) Vertical profiles of the total mass in kg of cloud water (¢.,, dashed line) and rain (g,, solid line) detrained from the cell as a
function of height in the control run. (b) Vertical profiles of the total mass in kg of condensation (C, solid line), evaporation below the
0°C level (E, dashed line), and detrained condensate (D, dash-dot line) accumulated over the lifetime of the convective cell. Q (dotted -
line) represents the total mass of condensate suspended aloft in the cell at the end of the simulation.
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dBZ surface echo is about 5 to 10 min longer than
found by Szoke and Zipser (1986), the difference in
time between the first echo aloft and the maximum
surface rainfall (20 min) is in exact agreement with
their findings. One reason for this may be in neglecting
wind shear effects, which would allow some rain to fall
immediately out of the updraft and reach the surface
sooner than is currently simulated.

The second maximum in g, at 5.4 km and 32 min
is associated with the region of strongest updraft, which
occurred at a somewhat higher altitude (6 km) a few
minutes earlier (24 min). The rapid decrease in the
strength of the updraft between 4 and 7 km, due in
part to the effects of excess water loading forced by the
accumulating rainwater, causes the base of the maxi-
mum concentration of raindrops to begin to fall be-
tween ¢t = 25 and 30 min. The drops in the region grow
by collecting cloud water until the updraft dissipates
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and condensation. ceases by 32 min. Thereafter, the
high concentration of rain falls rapidly to the surface
and produces the secondary peak in the surface rainfall
rate of 37 mm h™~! at 40 min (Fig. 10d). Because the
growth of these drops occurred above the freezing level,
ice-phase processes are likely to have been important
in the real atmosphere. They would be expected to
lower the reflectivities above the 4 km level and alter
the surface rainfall rates after 35 min. An ice-phase
parameterization similar to that of Lin et al. (1983)
and Rutledge and Hobbs (1984 ) has been added to the
model and will be used in future studies to examine
the role of ice processes in tropical and midlatitude
squall-convection. Despite the lack of an ice-phase
scheme in the present model, the maximum height of
the 29 dBZ echo exceeds 10 km, which agrees well
with the largest heights observed by Warner and Austin
(1978) at times nearest 1200 UTC 18 September 1974,
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FIG. 10. Time-height plots from the control run of (a) cloud water in g kg, (b) rain in g kg™!, and (c) equivalent radar reflectivity
in dBZ. In (d), surface rainfall rates (in mm h~') are shown as a function of time.
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The perturbation pressure (p) and its contribution
to the vertical momentum through the vertical pertur-
bation pressure force are shown in Fig. 11. The upward
pressure force below 0.4 km for the first 20 min is
needed to support the low-level sustained forcing in
.accordance with (47). The large perturbation pressure

below 0.4 km at 25-45 min acts to slow the downdraft
as it approaches the surface. The perturbation pressure
is small and unimportant everywhere else except near
the top of the growing convective cell, where large,
excess perturbation pressures occur in the center of the
thermal cap region. The resultant vertical pressure force
is downward in the lower part of the thermal cap region
(R;) and upward in region R; near cloud top. This
pressure force opposes the cell buoyancy, which is pos-
. itively buoyant in R, and negatively buoyant in R;.
The most important effect of the pressure perturbation
is to reduce the rate at which the updraft decelerates
with height as it penetrates into the upper troposphere.
It will be shown in the following subsection that in-
corporating a thermal circulation at cloud top is very
important in determining the vertical distribution of
perturbation pressure needed to model deep convection
above 10 km.

b. Sensitivity tests

" In designing an improved one-dimensional cumu-
lonimbus model, numerous simulations were con-
ducted that tested the sensitivity of the model to
changes in how a variety of physical processes were
parameterized. A list describing all of the sensitivity
tests is given in Table 3; runs II-XII are identical to
the control case (run I), except as indicated in Table
3. The maximum values of key parameters resulting
from runs I-XII are given in Table 4. From these 12
simulations, most of the discussion will focus on a sub-
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TaBLE 3. Description of model sensitivity tests that
differ from the control run.

Run Description
Control run.

Il Constant cloud radius of R(z) = Ry = 1 km, top-hat cell

profiles (X = y5 = Yy = Yo = ¥» = 0), and no cloud-
- top thermal circulation. '

1 Constant cloud radius (R, = 1 km).

v Cell profiles are top-hat shape (X = ¥y = Yo = You = V¢
= () with cloud-top thermal circulation.

A\ Cell profiles are triangular in shape (x = s = Y = Veu

= y, = 1) with no cloud-top thermal circulation.
Vi Cell sloped at 8 = 45°.

Vil A, = A instead of A, during entrainment.
VI Lateral eddy mixing is included according to (18).
1X Low-level forcing reduced to 1 m s™'.
X Low-level forcing increased to 3 m s™'.
X1 Duration of low-level forcing reduced to 5 min.
X1 Duration of low-level forcing increased by 5 min.

set of five sensitivity tests (runs II through VI), rep-
resenting the most important physical processes found
to affect the growth and internal structure of GATE
cumulonimbus updrafts. :

The model in run II resembles the 1DTD parame-
terizations used by Cotton (1975) and Randall and
Huffman (1982) in assuming that the radius of the cell
is constant with height, no thermal-like circulation is
parameterized near cloud top, and dependent quan-
tities in the model are represented by top-hat profiles.
As Fig. 12 shows, the convection was very weak and
failed to penetrate above the 4.5 km level in the pres-
ence of sustained gust-front forcing. The only way that
deep clouds can be simulated in this type of model
structure is to destabilize the observed environment in
an unrealistic manner, such as by imposing large-scale
lifting to the sounding to bring the environment close
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FiG. 11. Time—height profiles from the control run of (a) perturbation pressure (7 in mb) and
(b) its vertical gradient (— R,0,,0P/3z in m s72).



lFEBleARY 1989 BRAD SCHOENBERG FERRIER AND ROBERT A. HOUZE, JR.

345

TABLE 4. Results from sensitivity tests.

Maximum values

ZT w 0 qL Qew qr dBZe RR

Run (km) (ms™) (°C) (gke™") (g kg™") (gke™) (dBZ) (mm h™)
1 13.0 10.3 29 6.1 2.5 5.8 48.4 55.1
I 4.2 5.5 1.5 3.0 1.9 2.1 44.9 29.9
11 7.1 6.0 1.9 3.1 2.1 24 454 41.7
v 7.3 11.6 2.5 5.0 23 4.2 48.0 45.3
\4 7.9 9.4 2.5 49 25 4.1 48.2 54.6
VI 14.7 115 30 5.0 25 40 464 18.5
VII 16.9 25.2 5.7 11.1 2.6 10.8 515 128.6
VIII 5.7 4.5 1.2 2.7 1.9 1.7 43.5 17.4
IX 5.7 4.2 1.2 27 1.9 1.6 429 18.1
X 15.8 18.1 3.6 9.3 27 9.0 510 105.6
XI 8.1 7.6 2.1 4.0 24 33 46.8 40.6
XII 14.5 11.0 29 7.7 2.5 1.5 49.7 63.2

to saturation or to initiate convection in the model
using unrealistically intense low-level forcing that has
no known origin in the tropical atmosphere.

Run III differs from the control case only by assum-
ing a constant cell radius with height (Fig. 1a) rather
than the vertically varying cell radius (Fig. 1b). Com-
pared to the control case, cell buoyancies were smaller
and the updraft was weak (compare Figs. 13a and 13b
with Figs. 7a and 8a). The vertical growth rate of the
updraft was much slower and the cloud reached a
maximum height of only 7 km. Although the updraft
speeds were much less in this run, the rates in which
environmental air was dynamically entrained through
the sides of the convective core were almost exactly
the same in both runs (Figs. 8¢ and 13c). Thus, because
the sides of the updraft were constrained to be cylin-
drical, the dynamic entrainment of environmental air
in run I was much more effective in reducing the up-
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FIG. 12. Time-height plot of % in m s~* for run IL

draft buoyancies and prevented the cell from devel-
oping into a deep cumulonimbus cloud. This sensitivity
test illustrates the importance of properly representing
the effects of lateral entrainment, which is determined
here by the shape of the updraft at lower levels. The
decreasing radius with height assumed in the control
run, which corresponded to observations of GATE up-
drafts (Zipser and LeMone 1980), produces less en-
trainment and consequently a more realistic deep
cloud.

Top-hat profiles of model-dependent quantities are
assumed in run IV, and no thermal-like circulation
near cloud top is included. Thus, the methods used to
represent area-averaged vertical fluxes and perturbation
pressure in this run are similar to those that have been
used in previous 1DTD models, while dynamic en-
trainment is parameterized in the same way as in the
control case through the use of a variable cell radius.
The convection that developed failed to grow above 8
km due to the slow vertical growth of the updraft, even
though the updraft speeds were slightly larger than in
the control case (Fig. 14). Note also the very rapid
decrease in vertical velocity with height below cloud
top, which, as will be shown in the following run, was
due to the way the perturbation pressure field was pa-
rameterized near cloud top.

Run V is like run IV in that the cloud-top thermal
is again not included. However, triangular-shaped pro-
files are assumed instead of top-hat profiles for each of
the dependent quantities. The updraft that was pro-
duced (see Fig. 15a) again failed to penetrate beyond
the 8 km level, despite having peak vertical velocities
that exceeded 9 m s~!. As in run IV, the updraft de-
creased very rapidly with height from its maximum
value located about 1 km below cloud top to zero at
cloud top, thus producing a very thin, intense layer of
strong divergence near cloud top. The reason for the
abrupt halting of the updraft can be seen in the vertical
distribution of perturbation pressure near cloud top,
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FIG. 13. Time-height profiles for run III of (a) Ww.in m s7', (b)
buoyancy (B in m s™), and (c) rates of entrainment (negative) and
detrainment (positive) in units of s,

where, as Fig. 15b shows, negative pressure perturba-
tions occurred about 1 km below cloud top in region
R, of the cell with excess perturbation pressures located
in region Rj3. Very strong downward pressure forces
thus occurred in the center of the cloud-top region,
and these forces inhibited the vertical growth of the
convective cell.

But when the thermal circulation was included in
the model, as in the control run (see Fig. 11), positive
perturbation pressures persisted throughout both cloud-
top regions R, and R, which produced strong upward
pressure forces in R; (and weaker downward pressure
forces in R,) of the cell. These forces help to reduce
the downward accelerations in the updraft by opposing
the negative buoyancies at cloud top (Fig. 8a). The
thermal-cap circulation is a realistic feature seen in the
real atmosphere, in laboratory thermals, and in three-
dimensional cloud models. It develops at least partially
in response to the forces (or “form drag”) that act on
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the convective cell as it rises in a motionless atmo-
sphere. In previous one-dimensional models, it was ex-
pected that the perturbation pressures would be prop-
erly diagnosed without regard for the detailed repre-
sentation of the horizontal distribution in vertical
velocity across the cell. But in comparing runs IV and

V with the control run, the removal of the overturning

thermal cap region has a dramatic effect upon the ver-
tical distribution of pressure perturbation near cloud
top, such that the vertical development of the simulated
convection is severely hampered by the vertical pressure
gradient if a somewhat realistic thermal-cap circulation
is not included in the calculation of pressure pertur-
bation. .

As a crude means of parameterizing wind shear, the
convective cell in run VI was assumed to be tilted 45°
from the vertical in order to test the sensitivity of the
model to the fall of precipitation out of sloped updrafis.
Compared to the control case, the updraft that devel-
oped in this run (Fig. 16a) was stronger, deeper, and
lasted 5-10 min longer at mid- to-upper levels. Because
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FIG. 15. Time-height profiles for run V of (a) w in m s/, (b)
perturbation pressure (5 in mb), and (c) the vertical pressure gradients
(=R40,,0P/3zin m s72).

rain was permitted to fall out of the tilted updraft, the
total condensate in the updraft below 8 km (Fig. 16b)
was 1-1.5 g kg ™! less than in the control run. The re-
duced water loading in the sloped cell resulted in higher
buoyancies (Fig. 16¢), which slowed the rate of decay
of the updraft, reduced the rates of dynamic entrain-
ment at the base of the updraft, and delayed the for-
mation of the downdraft at low-to-mid levels. These
combined to produce higher excess temperatures (Fig.
16d) and buoyancies that allowed the updraft to be
stronger and more persistent in time at middle and
upper levels.

In run VII, an undiluted, adiabatic updraft was sim-
ulated by assuming the dynamically entrained air had
the same thermodynamic properties as in the convec-
tive cell. As Table 4 indicates, the intensity of the sim-
ulated updraft is larger than the strengths of the updrafts
observed by aircraft flights through GATE clouds
{LeMone and Zipser 1980; Zipser and LeMone 1980).
This result suggests that some lateral entrainment oc-
curs in most GATE cells, including ones that overshoot
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the tropical tropopause. However, it is possible that
convection of that intensity may have occurred during
GATE but was not sampled by .any of the aircraft.

By including the lateral eddy mixing scheme of (18) -

into the physics of the model, the convection that de-
veloped in run VIII was diminished significantly as air
from the outer environment was rapidly mixed into
the cell. From our experience, deep GATE clouds can-
not be simulated if lateral turbulent mixing is incor-
porated into the physics of IDTD cloud models.
Runs IX-XII test the sensitivity of the model con-
vection to variations in the strength and duration of
the gust-front-type forcing sustained at low levels. As
Table 4 shows, the intensity of the convection was par-

ticularly sensitive to the magnitude of the low-level

forcing, as it affects the total mass flux through cloud
base, while the duration of the forcing was also im-
portant in cloud development by continually trans-
porting warm, moist air up through cloud base. These

runs point out the importance of using observations

in real clouds to represent, carefully and judiciously,
the mechanisms by which convection is initiated in
cloud models.

6. Conclusions

A 1DTD cumulus model has been designed that
eliminates much of the inconsistency among cloud-
top height, vertical velocity, and water content that has
characterized previous 1DTD cloud models. Deep cu-
mulonimbus typical of the GATE region have been
simulated and found to be consistent with vertical ve-
locities sampled by aircraft, reflectivities observed by
radar, and simulations by three-dimensional models
of GATE convective cells.

Realistic deep-cloud simulations were obtained when

e An overturning thermal cap, similar to those ob-
served in real clouds and simulated in higher-dimen-
sional models, was included in the model and allowed
to affect vertical mixing in the convective core.
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e The lower section of the cell was allowed to taper
inward with height, as suggested by GATE aircraft data.
This shape made the dilution of the core by lateral
entrainment less and allowed the convective cell to
grow to realistic heights. '

o Sustained forcing was applied in the boundary
layer that parameterized the effects of lifting by tropical,
oceanic gust fronts, which constituted the primary
mechanism for triggering GATE convection. :

e Perturbation pressure was made internally con-
sistent with the horizontal distribution of vertical ve-
locity in the thermal cap and in the lower part of the

* convective core.

It was also found that additional cell growth was ob-
tained if the updraft was tilted, as was often observed
in GATE—especially for the deepest cells observed in
squall lines (Houze 1977). The slope simply allowed
rain to fall out of the updraft and thus reduced water
loading. In another experiment, lateral entrainment ef-
fects were set to zero, and the model updraft was more
intense than any observed by GATE aircraft, suggesting
that all deep GATE cumulonimbus are characterized
by some lateral entrainment. However, it is possible
that the most intense updrafts were not sampled by
the aircraft.

The internally consistent model that we have de-
signed and tested in this study could be used in a wide
variety of applications. In a companion paper, ice-
phase microphysics will be added to the model to di-
agnose the vertical distributions of hydrometeors, mi-
crophysical processes, and vertical structure of the up-
drafts for convective cells embedded in a midlatitude
squall line. '
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APPENDIX A
Microphysical Parameterization

1. Condensation and evaporation of cloud water
(PCOND)

Following Yau and Austin (1979), the rate of con-
densation of water vapor to cloud water is

L3q,,
ari) @

v+ e
where At is the model time step, g,. the water vapor

mixing ratio in the cell, g, the saturation mixing ratio
with respect to water, 7, the cell temperature, L the

PCOND = p(Goe — qu)/At<l +
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latent heat of vaporization, C, the specific heat of air
at constant pressure, and R, the gas constant for water
vapor. Cloud water condenses if g.c > g,s and evapo-
rates if goe < Qus.

2. Autoconversion of cloud water into rain (PRAUT)

The collision and coalescence of cloud droplets to
form raindrops is parameterized following Kessler
(1969) as

PRAUT = p.a max[0., (ew — Gco)]
with & = 0.001 s™' and g.o = 1.0 g kg "

(A2)

3. The collection of cloud water by rain (PRACW)

The growth of raindrops through the collection of
cloud droplets is assumed to follow the continuous col-
lection equation, where

aM,
dt

D, is the diameter of the raindrops, and E,. is the col-
lection efficiency of cloud droplets by falling raindrops
(assumed to be unity). The raindrops are assumed to
have an inverse exponential size distribution given by

N(D;) = Norexp(—M\.Dy), (Ad)
where Ny, is 8 X 10¢ m ~* (Marshall and Palmer 1948),

A = (———"”Lf"’)m
Pedr

(D)) = pGnEDVAD),  (AY)

(AS5)

and p, is the density of liquid water. Multiplying (A3)
by (A4) and integrating over all drop sizes yields

T —n (20N —3eby
PRACW = a '3 + b,)pequNo,(p—— a,\, "
(4

(A6)
(see section 2e for values of parameters).
4. Evaporation of rain (PREVP)

The evaporation of rain is calculated following Rut-
ledge and Hobbs (1983):

PREVP = 2(S — 1)No,B™'

7 12
X [%73 +0.31Sc!AT(2.5 + 0.5b,)(""7“’)

X (E)O'z)\'—(z.sw.sb,)] , (A7)

c

where S = ¢,c/ qvs, 1 is the dynamic viscosity of air, Sc
is the Schmidt number,

cl (e
K, T \R,T, ) pequd”

K, is the thermal conductivity of air, and ¢ is the dif-
fusivity of water vapor in air.

(A8)
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APPENDIX B
Derivation of the Pressure Perturbation Equation

To derive the pressure perturbation equation, the
accelerations in the radial flow must be known
throughout the interior of the convective core. This is
found by substituting (42) into (6), which, after some
manipulation, becomes

e ()

dt 9 0.2 3p, dz\ R
1 9 Pe a(WoX) 1
+r——] =2
7 [3pe 9z [R ot ] Pe
X'-‘?- (W()Al W()XAz _ i A]Az
oz\ 3 2R 3 p.?
3A° 1 8 ( awm .
4+t = —-—_
[4 pez 2p. 0z ( ot * WOAZ)] » (BD)
where
_ 9 (pewox _ (pewo) .
A] 3z ( R ) and Az —az . (BZ)

By separating the dependence of r in each of the terms
(B1) and substituting into (42), the resulting pertur-
bation pressure equation is

R4T5 A, 1£‘w0xA,)
362( R - ]

9 e
R3{1£[&~6(wox)]

P -~

p+

TS 30| R &

% ﬁ(WoA; + WoxAz) _iAIAZ
oz\ 3 2R -3 p. ]
R*[3A7 18/( 8w
4 [41)‘, 26z<p ot +WOA2)]' (B3)

After rearranging (B3), dividing by R?, and making
further mathematical manipulations with the aid of
(24):

8x—15 18 ( aw
[40(3 —'2x)]az(”” 8t)
+{££[_{_]_§i(;)]
50z((3~2x)R 89z\3 -2x

| w1 .
x(peg)+R2(p 5)=As, (B4)

A= _SRPAC C4RAA;  3AY
’ 54p. 150.  16p.
&22 (WoxAl _ Eﬁ (W()Al + W()XAZ)
183z\ R 58z\ 3 2R
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+1~(WOA2)+33[pew3( )]

at\3—-2x

R 3[pwa X

5 82[ R ot (3 - 2x)] - (B3)
Rearranging the vertical momentum equation given
by (8) and (9), substituting into (B4), and using (15)
to represent p in terms of the nondimensional pressure

P, the final form of the perturbation pressure equation
is :

[E%:S—;m]wdpe bue) 53 P
+ <deeﬂue[% ;9% (3—_1_2,;) - % a_az [(_3":52—;)7]}
+ [%} o (Rape ue)>
ZJZD %@2_5(~_5)= A4, (B6)

: 15-8x 10 - oW
A“'A3+[40(3—2x)]a[ B+ ”"(az) ]

L[38(_1 \_R3 x
{8 3z (3 - 2x) 5 9z [(3 - 2x)R“

where (dw/9dt).qv is given by terms (ii)—(iv) in (8).
Because it is a one-dimensional elliptic equation for
P, (A6) can be solved using the method of Richtmyer
and Morton (1967) and the boundary conditions given
by (44) and (45).
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